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Preface 
It is now more than 15 years ago when the first edition of the book ‘Mammalian Cell 
Biotechnology in Protein Production’ was published. At that time, realization of the 
book was driven by the requirements of academia and industry working on cell-based 
research and production processes to intensify their biological and technological 
understanding for bringing their inter-disciplinary knowledge to an applicable know-
how and for using their technological capacities to an all-embracing capability.

During the last 20 years the biopharmaceutical market showed a substantial 
growth and can be described as the age of blockbusters. While at the beginning 
drugs dominated targeting genetic defects (Antithrombin III or Factor VIII), more and 
more therapeutics for treatment of cancer, cardiovascular, immunological and neu-
rological diseases have been produced. However, treatment of diseases with a broad 
diversity and physiological dependency on the genetic background of the host is less 
predictable. As a consequence, not all patients benefit from blockbusters. Current cli-
nical research increasingly reveals information about the molecular basis of these 
diseases, especially through reliable omics data. Patient stratification methods lead 
to a facilitated prediction if a certain drug will be effective or if it is better not used. 
This generates the “virtual patient” and asks for individualized medicines, leading 
to reduced use of blockbusters and request for a diversification of medications, even 
if they are only of interest for smaller patient groups. Thus, the next decade will be 
characterized by more sophisticated direct-to-consumer distribution channels which 
will diminish the role of wholesalers. The blockbuster sales model will be more and 
more replaced by products or combinations of drugs that are primarily focused on 
specialized medication and treatment procedures. 

Meanwhile, industry was able to develop new products of the second and third 
generation and launched the so-called biosimilars that allow companies to rely, at 
least in part, on the safety and efficacy data of the reference brand product. Increases 
in knowledge and the more rational approach to drug discovery have contributed to 
the discovery of many important new classes of biopharmaceuticals but the costs for 
licensing a product constantly increased and amounts up to more than 1 billion USD. 

The regulatory authorities have continuously strengthened their rules and gui-
delines. This concern not only the quality of the production process and the product, 
it also influences the average number of patients enrolled in clinical trials. While in 
1970 approximately 2,000 individuals were needed for approval of a certain drug, 
more than 5,000 have been requested in 1990. 

Today, the research and development process typically spans more than a decade 
and still remains subject to considerable risk and uncertainty. This is reflected by 
the low probability of success. In 2010, Ernst and Young presented an estimation of 
5,000 products in phase I/II development and another 20,000 products in preclinical 
development. This reflects the failure rate in this step. The high number indicates the 
potential revenues but as well the requirement for new drugs as stated above. Also, 
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the high number requests cheaper, faster and more efficient procedures to obtain 
clinical trial materials. The capacity to develop manufacturing processes in a com-
petitive time period is often not available at the critical phase and the flexibility of 
the facility is missing. New cheaper and flexible production facilities are necessary 
to satisfy the increasing demand. At the same time, the considerable increase in the 
number of new drug candidates, their use in individualized medicine leads to a reduc-
tion of the manufacturing volume forcing companies to leave their established routes 
and set up flexible facilities.

While the above considerations concern recombinant proteins, mainly antibo-
dies, gene and cell therapies represent a new class of drugs that have the potential 
for cure. As of 2012, over 2,030 clinical gene therapy trials for human and animal 
health have to be completed or have been ongoing. Around 200 companies are invol-
ved in developing gene therapeutics and their number increased 4-fold during the 
last decade. 

The new book encompasses the major aspects for the development and manu-
facturing of biopharmaceuticals and cell-based processes ranging from the genetic, 
molecular and cellular issues up to the final product. It is mainly directed to the 
expression and production of proteins and builds bridges to other biologics like 
those based on viral genomes. All these therapeutics have particular requirements 
on purity, potency and safety with tight specification ranges guaranteed by robust 
processes of highest efficiency run under cGMP conditions. The book also addresses 
researchers in industry and academia that need higher amounts of recombinant pro-
teins from animal cells for functional tests and structural investigation. 

The chapters have been written by outstanding experts in the respective biotech-
nological areas. The content is aimed at students interested in the blooming field of 
protein and virus-based biotechnology for the development and manufacturing of 
biotherapeutics and at researchers working in this scientific field in academics and 
industry as well as at all scientists interested in specific aspects of the applied animal 
cell culture-based biotechnology.

Berlin, in March 2014 Hansjörg Hauser and Roland Wagner
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1 Introduction

1.1 Industrial Use and Perspectives of Animal Cell Culture

Roland Wagner and Hansjörg Hauser

1.1.1 Introduction 

In 2013, it was estimated that there were more than 900 products in clinical phases 
up to submission and several thousand products in preclinical development [1]. The 
global pharmaceutical sales increased dramatically during the last 2 decades, e.g., it 
more than doubled from 2000 to 2009. The USA, with around 37 %, is still the world’s 
biggest single market. Growth in this market, which was above average until the first 
years of the new millennium, has tended to approximate the moderate dynamics of 
European markets in the past 3 years. Latin American and Asian markets have grown 
most strongly. Europe’s share of the world market declined in 2009 to 31 % (from  
32 % in the previous year), due mainly to the Euro’s weaker exchange rate against the 
U.S. dollar. Germany’s global market share also fell very slightly in 2009 from 4.5 to 
4.3 %. In real terms, assuming a constant exchange rate, Germany’s share of the world 
market decreased from 5.0 to 3.5 % over the past decade. Additionally, the product 
diversity is broadened by the placement of gene and viral therapeutics as well as cell 
therapeutics and antisense products to the portfolio. From the overall 907 products 
in development, 338 count for the largest group of monoclonal antibodies and 250 for 
vaccines.

In the mid-1980s the average accumulated protein product concentration ranged 
at ca. 200 mg/L. For producing today’s necessary amount of the anti-cancer drug 
Avastin® of nearly 3 t per year several million liters bioreactor capacity would have 
been needed based on such a process. Subsequent developments particularly con-
cerned cell culture nutrient media selection of suitable cell lines, cell line engineer-
ing, and adapted modular feeding strategies. A combination of achievements led to 
substantial extension of the cultivation time and hence the available time period for 
the enrichment of a product such that the amount of producing cells over the pro-
longed cultivation interval, the cell integral, based on a distinctly higher amount of 
viable cells, and cell specific productivity is increased. With these methods antibody 
product titer of more than 5 g/L and above can be achieved within 2 weeks of culture.
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1.1.2 Cells as Bioreactors for the Production of Biologics

With the approval of the tissue plasminogen activator (tPA, Activase®) in 1986 mam-
malian cell culture and particularly the Chinese hamster ovary (CHO) cell line became 
the most popular production system for the manufacturing of protein therapeutic 
products. Even 20 years after tPA approval, CHO cells remained as the preferred mam-
malian cell line for the production of recombinant protein therapeutic for several 
reasons. CHO cells are easy to handle and can grow in suspension culture, a prerequi-
site for a homogenous large-scale culture in the industry. Moreover, and very impor-
tant, CHO cells pose less risk as few human viruses are able to propagate in them [2]. 
They can grow in serum-free and chemically defined media, which ensures reproduc-
ibility between different batches of cell culture and minimizes risk of contamination 
and impurities. Last, but not least, CHO cells are capable to perform post-transla-
tional modifications to recombinant proteins, which are compatible and bioactive in 
humans [3]. Specifically, glycosylation of glycoproteins produced by CHO cells are 
more human-like, with the absence of immunogenic α-galactose epitope [4]. Several 
gene amplification systems are well established to make use of the genome instability 
of CHO cells to allow for gene amplification, which ultimately result in higher yield 
of recombinant protein. Currently, recombinant protein titers from CHO cell culture 
have reached the gram per liter range, which is a 100-fold improvement over similar 
processes in the 1980s. The significant improvement of titer can be attributed to pro-
gress in establishment of stable and high producing clones as well as optimization 
of culture process. Due to these reasons, CHO cells are established host cell lines for 
regulatory approvals of therapeutic glycoprotein products [2, 3, 5]. Beside CHO, there 
are a handful of other cell lines accepted by the regulatory authorities derived from 
other the Syrian baby hamster, the Muscovy duck, insects and human tissue.

1.1.3 Protein Expression Technologies

The product is expressed in cells by applying appropriate genetic engineering tech-
niques and transfection of the cells with the expression vector bearing the desired 
genes of interest. The cellular productivity can be modulated by selecting special DNA 
regulatory elements carried on the vector and by targeting its integration site on the 
host cell genome. Productivity can also be increased through improving cell culture 
characteristics via cell line engineering [6].

Antibodies Make up the Biggest Group
Monoclonal antibodies are the fastest growing category starting from 1 % in 1995 to  
14 % in 2001 and more than 70 % in 2013. Based on their molecular structure and the 
resulting binding properties, they have the skills to specifically recognize antigens 
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and cellular markers. An incredible amount of variants and their distinct action is the 
basis for a nearly inexhaustible therapeutic potential. For the year 2015 the market 
volume of monoclonal antibodies is estimated to 64 billion U.S. dollars covering at 
least 38 % of the total biotechnology-based pharmaceutical market which will be 
shared with other proteins and vaccines then encompassing around 170 billion U.S. 
dollars. From the 38 billion U.S. dollars in 2009 an approximate double in growth for 
the antibody market is prognosticated [7].

Personalized Medicine Drives Industry to the Development of new Drugs and More 
Efficient Manufacturing Processes
Personalized medicine will lead to the renunciation from standard therapy 
approaches looming today, that has been offered for all patients. At the same time 
this will require a drastic increase in the diversity of therapeutics. Further, this trend 
will reduce the market share of so-called blockbuster drugs as the therapeutic anti-
bodies Avastin®, Herceptin®, Rituxan®, or Enbrel®. Industry reacts to this situation by 
efficiency increase in the development of new drugs and by a substantial reduction 
of the development period and/or by the application of innovative economic manu-
facturing processes.

The Biological Potential and the Technological Effort Assign the Process Limit
The rapid and straight increase in the productivity of biologics-producing processes 
during the last 5 years up to now easily tempts to assume that this progress could keep 
on with practically endless constancy. While the theoretical end of cellular productiv-
ity is not yet reached, from the industrial point of view a final titer will be sufficient 
when a stable platform process at maximum economy is reached. The maximum cel-
lular productivity might be estimated by the production capacity of a natural high 
producer cell that has developed throughout biologic evolution. An antibody-produc-
ing B lymphocyte is able to produce up to 20,000 antibody molecules per second [8]. 
Related to a contemporary cell culture in a bioreactor this is equivalent to a production 
of 6 grams per liter and day at a representative cell concentration of 10 million cells 
per milliliter culture broth. Translating this capacity to a typical fed-batch process 
over a cultivation period of 14 days, 80 grams antibody product per liter culture would 
be produced. This considerable amount is still more than 10-fold higher than a state 
of the art process today (see above).

Increase in Productivity and Process Realization Have to Form a Unit
In general, product maximization leads to a higher yield. However, this advantage 
is often accompanied by an increase in rather undesired side products and reduc-
tion of product quality that take out the shine from the laudable but unreflected titer 
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numbers. A higher protein concentration imposes additional molecule interactions 
leading to a higher formation of aggregates and substantially impeding following 
process steps, which in extreme result in an uneconomic process by a costly and inef-
ficient product purification. Therefore, the economic reason will aim to a balanced 
situation, which will be adjusted by the competition between the biochemical and 
cell physiological potency as well as the height of the production capacity and the 
resulting possibilities. In reality, production bioreactors for cell cultures of today 
have a working volume of about 10,000 L. Such a volume is integrated in the flow of 
the total process in a way that the upstream and downstream process form a proce-
dural unit. A significantly higher product concentration will induce new challenges 
for the purification concept. Chromatographic systems must take enormous dimen-
sions and the purification efficiency has to be substantially increased, such that the 
higher amount of incompletely or even incorrectly processed, possibly denaturated 
or aggregated protein will be robustly separated from the desired product in order to 
guarantee a constant high quality. Primarily, such an additional investment for the 
manufacturing of new antibody therapeutics would be hardly justifiable. Therefore, 
the development of cell-based expression systems will preferably focus on the opti-
mization and intensification of the product quality and titers ranging in the one-digit 
gram range will probably dominate future processes in view of economics. Neverthe-
less, the request of achieving high product titers will mostly drive the process expec-
tations, especially when competitive biosimilars are developed which shall displace 
existing products from the market after patent closure.

Biosimilars Require Processes of Highest Robustness
Generics must contain the same active ingredients as the original formulation as they 
are considered identical in dose, strength, route of administration, safety, efficacy, and 
intended use (U.S. Food and Drug Administration on generic drugs). This term is only 
used for small molecule-based drugs produced by simple processes. In contrast, bio-
logics generally exhibit high molecular complexity and are quite sensitive to changes 
in manufacturing processes since they are made by or derived from a living organism. 
Differences in impurities and/or breakdown products can have serious health impli-
cations. This has created a concern that copies of biologics might perform differently 
than the original branded version of the product. Consequently, only a few versions of 
follow-up biologics have been licensed in the regulatory authorities in U.S. (FDA) and 
Europe (EMA). Examples of those biosimilars are erythropoietin (EPO), human growth 
hormone (hGH) and granulocyte colony stimulating factor (G-CSF). The development of 
a biosimilar is only attractive when the following prerequisites are fulfilled:
a) A long ranging market demand.
b) The original product is produced with an inefficient process or organism.
c) No product of a second generation is planned.
d) Patent closure within the next 10 years.
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Nevertheless, numerous patents will be closed during the next 5 to 10 years. For pro-
teins of the first generation such as EPO, G-CSF, IFN and FSH the patent protection is 
already expired or will be expired in the next years. Products of the second generation 
are blockbuster monoclonal antibodies and/or fusion proteins such as Rituxan®, Her-
ceptin®, Avastin®, and Enbrel® that are most highly attractive for being redesigned as 
a biosimilar using a more efficient process with a better profitability (see Table 1.1.1). 
Additionally, products of the third generation are improved mAb/fusion proteins such 
as Orencia® (Abatacept, extracellular domain of CTLA-4/IgG1-Fc) from Bristol-Myers 
Squibb or Prolia® (Denosumab) from Amgen and similar new products which are pro-
tected by patents beyond 2020. Due to parallel development approaches of different 
companies the potential of becoming a blockbuster product is comparably lower for 
this product class. However, the development of a biosimilar is a challenging process. 
Beside the preclinical data, also the clinical phases, but often in limited extent, have 
to be passed. Moreover, it takes distinctly more time for market penetration compared 
to classical generics due to a slower acceptance process of the product by the physici-
ans. Nevertheless, the effort is worthwhile because the development of a new product 
requires an expenditure amount of 1 billion U.S. dollars and above, which is more 
than 5 times higher compared to the respective biosimilar. 

Table 1.1.1: Blockbuster cell culture-based biologics of the second generation under development 
as a biosimilar.

Company Brand  
Name

Product Cell  
Line

Patent  
Protection

Sales 2011  
(in billion USD)

Amgen Enbrel® Etanacept,  
TNFR2-p75/IgG1-Fc

CHO 2012, prolong-  
ed to 2022

7.9

AbbVie Humira® Adalimumab CHO 2015 8.2

Genentech/BiogenIdec
Roche

Rituxan®

MapThera®

Rituximab CHO 2016 6.8

Centocor Remicade® Infliximab SP2/0 2018 7.2

Genentech Avastin® Bevacizumab CHO 2019 6.0

Genentech Herceptin® Trastuzumab CHO 2019 5.9

Antibody-drug Conjugates Force onward the Market
Antibody-drug conjugates (ADCs) make up one of the growing fields in the biophar-
maceutical industry. ADCs are a combination of a monoclonal antibody or its frag-
ment (scFv) and a reactive, mostly cytotoxic chemical that has been fragilely fused via 
a special chemical linker for assembling the final drug vector. This principle allows 
for the development of highly targeted therapeutic approaches for a wide range of 
diseases, particularly oncological and hematological indications. By combining the 
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specific targeting capability with the cancer-killing ability of a cytotoxic drug, ADCs 
allow sensitive discrimination between healthy and diseased tissue. The biochemical 
reaction between the antibody and the cellular target protein triggers a signal in the 
tumor cell, which then absorbs or internalizes the antibody together with the cyto-
toxin (Table 1.1.2). After the ADC is internalized, the cytotoxic drug is released and 
kills the cancer cell [9].

Table 1.1.2: List of highly potential cytotoxic agents used for the formation of antibody-drug 
conjugates.

Name Target Action

α-Amanitin RNA polymerase II Inhibition

Monomethyl auristatin E Tubulin Inhibits polymerization

Calicheamicin DNA (minor groove) Scission

Duocarmycin DNA (minor groove) Alkylate adenine at N3

Doxorubicin DNA Intercalation

Maytansinoid Tubulin Inhibits polymerization

Pyrrolobenzodiazepines DNA (minor groove) Cross-linking

The linker is the crucial part or the ADC and relies usually on chemical synthesis 
[10]. The complexity in structure, development, and manufacturing impose new chal-
lenges to the process. Only three ADCs have received market approval so far. However, 
after a request from the U.S. Food and Drug Administration (FDA), Pfizer/Wyeth, the 
developer and marketer of the first ADC to receive marketing approval in 2001 for the 
treatment of patients with acute myelogenous leukemia (Gemtuzumab ozogamicin, 
trade name Mylotarg®), withdrew the drug from the market in June 2010. As a result, 
only two ADCs are marketed (2013), including Brentuximab vedotin (trade name 
Adcetris®, marketed by Seattle Genetics and Millennium/Takeda) and Trastuzumab 
emtansine (trade name Kadcyla®, marketed by Genentech/Roche).

Targeting Biologicals to Specific Disease Sites
Cytokines are mediators of cell communication. Their therapeutic use often requires 
high doses to achieve effective local biological levels. However, the clinical use of 
some cytokines is limited because of their pleiotropism, which can result in unwanted 
side effects. Thus, protein engineering technologies that overcome these limitations 
and enable the targeting of cytokines to specific sites have been developed. One 
such example uses antibody-based recognition to direct the cytokine to a particular 
tissue [11]. This method requires the target site-specific cleavage of the fusion protein, 
thereby exploiting the severity of the pathological process to regulate drug delivery. 
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Because these technologies are based on the expression of fusion proteins, their 
application can be extended to diverse biologicals.

1.1.4 Vaccines Are Produced in Mammalian Cells

Prevention is better than cure. The mortality of people infected by the aggres-
sive pox virus Variola major was 20 to 60 %. Up to 1967, when the World Health 
Organization (WHO) started a program to exterminate smallpox, yearly 15 million 
new infections were registered from which 2 million people died. Thirteen years 
later, smallpox was nearly eliminated by consequent vaccination campaigns. The 
word “vaccine” originates from the Latin Variolae vaccinae (cow pox), which the 
British physician Edward Jenner finally demonstrated in 1796 after 6 persons suc-
cessfully used the principle that could prevent smallpox in humans. Today the term 
“vaccine” applies to all biological preparations, produced from living organisms, 
that enhance immunity against disease and either prevent (prophylactic vaccines) 
or, in some cases, treat disease (therapeutic vaccines). Apart form the adjuvants, 
vaccines consist of proteins, viruses and bacteria, natural or recombinant, which 
are either nonpathogenic or inactivated, cells or cocktails from those. Early viral 
vaccines were produced in primary cells.

The worldwide vaccine business is the fastest growing market in biopharmaceuti-
cals counting for nearly 40 billion U.S. dollars in 2013 and expected to increase over 100 
billion U.S. dollars in 2023 with a yearly growth rate of 10 % (according to Exane-PNB 
Paribas [12]). As stated by the WHO [13] merely the worldwide influenza will increase 
from 2.9 billion U.S. dollars in 2011 to 3.8 billion U.S. dollars in 2018 (see also Table 1.1.3).

Table 1.1.3: Top product vaccine sales in 2010 [17].

Brand Name Producer Type/Composition 2010 Sales
(in billion USD)

Prevnar-13® Pfizer 13-valent pneumococcal  
conjugate vaccine

2.40

Proquad® Merck/Sanofi-
Aventis

Measles-mumps-rubella and vari-
cella combination vaccine (NMR-V)

1.40

Gardasil® Merck HPV 1.35

Prevnar® Pfizer 7-valent pneumococcal  
conjugate vaccine

1.20

Fluzone® Sanofi Pasteur Influenza (seasonal  
and H1N1 strains

1.20

Infanrix and Pediarix Glaxo SmithKline Infanrix = DTaP, Pediarix = DTap-
HepB-IPV (combination DPT-based 
vaccines with acellular pertussis

1.20
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1.1.5 Virotherapy and Gene Therapy Open the Door for Cure

Virotherapy uses specific viruses that have been genetically modified such that they 
exclusively can propagate in highly active dividing cells, as this is the case for cancer 
cells. Such oncolytic viruses indicate a new class of high-potency therapeutics. Large 
amounts of potent viruses have to be produced in animal cells cultivated in large scale 
bioreactors. The first oncolytic virus candidate was H101, a modified adenovirus, 
which was licensed in 2005 by China’s State Food and Drug Administration (SFDA) for 
nasopharyngeal carcinoma together with chemotherapy. H101 has been engineered 
to remove a viral defense mechanism that interacts with a normal human gene P53, 
which is very frequently dysregulated in cancer cells [14]. Systemic therapy is now 
marketed under the brand name Oncorine® by Shanghai Sunway Biotech.

Gene therapy is generally defined as the transfer of recombinant nucleic acids to 
humans as well as animals with the aim to regulate, to repair, to replace, to add, or 
to eliminate a genetic sequence. Principally, gene therapy is only allowed to perform 
in somatic cells excluding a passage via the germ line. For the ex vivo approach cells 
(e.g., lymphocytes or hematopoietic stem cells) are taken from the patient, modified 
outside the body by a therapeutic gene transfer, and the corrected cells are then rein-
jected. Three virus families are currently covering 90 % of the vector systems used 
for gene therapy: adenoviruses (AdV), adeno-associated viruses (AAV) and retrovi-
ruses (RV) including lentiviruses (LV). All viruses are produced with animal cells in 
culture. AdVs and AAVs yield at an amount of 10,000 to 100,000 particles per cell, 
whereas only 1 to 10 RV particles are released per cell. Retrovirus vectors are used for 
ex vivo gene therapy and only relatively low amounts are necessary for the treatment. 
In contrast, virus doses of up to a quadrillion (1 × 1015) particles per patient are used 
for one in vivo approach. This is 100 times more than the total amount of human cells 
in a body (10 trillion = 1013). The production of such a high amount of virus needs 
highly efficient manufacturing processes. The breakthrough in the acceptance of gene 
therapy was in 2012 when the European Commission approved Glybera®, an AAV1-
LDLS447X gene therapy for the treatment of lipoprotein lipase deficiency (LPLD), as 
first gene therapeutic in the Western world. In order to treat all 5,000 patients world-
wide a minimum amount of 1 × 1017 virus genomes has to be produced using at least 
a 10,000 L bioreactor capacity, which is comparable to those used for the production 
of recombinant pharmaproteins [15]. According to Global Industry Analysts Inc. [16] 
the market for gene therapy is expected to reach 794 million U.S. dollars by 2017. The 
key factors driving growth in the market include a rising demand for new and efficient 
therapies for cancers treatment, inability to cure some cancer types and other critical 
diseases, and prospective launch of gene therapies in major global markets.
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1.1.6 Cells as Therapeutics

Cell-based therapies are a viable option for an increasing number of diseases. The 
transplanted cells are either used as mediators of specific actions or as replacements 
for diseased or lost cells/tissue. Examples for the first application concerns T cells and 
mesenchymal stem cells to prevent reactivation of latent cytomegalovirus (CMV) in the 
transient state of immunodeficiency and graft versus host disease after hematopoietic 
cell transplantation, respectively. The second application mainly concerns the use of 
stem cells. A number of animal experiments and a few human studies have demon-
strated its usefulness. Further, embryonic stem cells and the recent development of 
induced pluripotent stem (iPS) cells technology demonstrated the potential of cell-
based therapy in rodent models. It was shown that such cells are capable to differenti-
ate in vitro and in situ and respective cell grafts can improve deficiencies. Altogether, 
the recent findings have shown great promise for developing the foundation of the cell-
based therapy. Unfortunately, there are several challenges faced by researchers that 
must be overcome before stem cell therapies can become a successful reality for those 
suffering from disease. While T cell-based immunotherapies are now being included 
in the clinical practice of transplant recipients to prevent and treat infections and com-
plications associated with CMV, AdV and Epstein-Barr virus (EBV), other cell therapies 
are still in the development or in clinical trials. Although the projected market for cell 
therapies and regenerative medicine is estimated to amount several hundred billion 
U.S. dollars in 2020, significant short-term payoffs are not expected. While the biotech-
nology of cell therapy applications has not been addressed in this book, it is obvious 
that the expertise researchers and industrialists have gained from protein production 
will be essential to further fabrication of such cells. 

1.1.7 Protein Production in Pharmaceutical Research 

In the development of pharmaceuticals expression of proteins in cells is often 
required. Medium or large scale production concerns mainly the aspects of struc-
tural biology. Despite a multitude of recent technical breakthroughs speeding high-
resolution structural analysis of biological macromolecules, production of sufficient 
quantities of well-behaved, active protein continues to represent the rate-limiting step 
in many structure determination efforts. To determine protein structure milligram 
amounts of pure protein are needed. If cells are required for the production of such 
proteins (due to activity, authentic processing, multisubunit complexes, membrane 
location), the technologies applied for recombinant pharmaceutical protein produc-
tion are applied. The same technologies are used for functional assessment of certain 
proteins. In fact, the trials for the successful production of large quantities of pure 
proteins for structural biology have significantly contributed to the development of 
recombinant expression systems as they are used today. While the direct application 
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of these technologies is not directly translated into industrial products, their success-
ful use is often rate-limiting in the development of new drugs.
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2.1 Generation of Cell Lines and Biotechnological Applications
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2.1.1 Introduction

Mammalian organisms contain more than 200 different cell types that are required 
to fulfill the various functions. Many of these functions depend on the interaction of 
different cell types. To investigate the molecular basis of diseases, to develop novel 
treatment options for intervention, and to screen novel drugs, cell based systems are 
required that reduce the complexity of the organism. For many of such applications 
the cells need to maintain physiological relevance to mimic the cells in vivo as close 
as possible. For industrial applications, cell based systems should be robust, reliable, 
and also cost effective.

For many years, cell based systems have been used in basic research as well as in 
applied disciplines like protein production, drug discovery, and toxicity testing, and 
they are also used for therapy in regenerative medicine approaches. These systems 
are based on either primary cells (primary cell cultures, PCCs) or immortalized cell 
lines, which are also called continuous cell lines, CCLs.

Primary cells can be isolated from various tissues of the organisms and proto-
cols have been established to cultivate many different cell types in vitro. These cells 
closely reflect the properties of cells in vivo. Thus, they are considered to be physi-
ologically relevant. However, primary cells are associated with several drawbacks 
(Figure 2.1.1). As primary cells have a limited proliferation potential they cannot be 
expanded in vitro to larger cell numbers. Thus, to obtain the desired cell numbers, 
primary cells are collected from many different donors and/or large tissue samples 
are required. For many cell types, the isolation procedure is a tedious and time-
consuming process. Primary cells from humans are characterized by a high donor-
to-donor variability. These differences originate, e.g., from (i) the genetic variabil-
ity between different individuals, (ii) environmental influences, (iii) diseases and 
medications to which the donor has been exposed, and (iv) technical reasons like 
variations during the isolation procedure. Although this high degree of variabil-
ity is scientifically and commercially interesting (e.g., with respect to personalized 
medicine) it poses a big hurdle for the development of robust and reliable assays. 
Moreover, primary cells are attributed with a potential risk for adventitious agents. 
(For a more detailed discussion of the disadvantages of primary cells for production 
of vaccines see Chapter 2.3.)
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As a consequence of the lack of reproducibility of primary cells, many applications 
rely on unlimitedly proliferating cell lines or CCLs. Cell lines can be either isolated 
from tumors or generated upon spontaneous or induced immortalization of primary 
cells. Cell lines by definition show indefinite growth. Thus, they can be easily 
expanded to the required cell numbers. In addition, if compared to primary cells, they 
represent a rather homogenous, genetically defined cell population with constant 
properties. Moreover, they can be genetically modified to display additional features. 
However, immortalized cells are frequently accompanied with the (partial) loss of rel-
evant physiological properties (Figure 2.1.1). Thus, cell lines lack many features and 
markers of the tissue they were isolated from.

Since there is no in vitro cell system available that meets all the requirements, the 
selection of a cell system is always a compromise. Accordingly, it strongly depends on 
the specific application whether physiologically more relevant primary cells or robust 
cell lines are employed. For example, for the production of recombinant proteins and/
or therapeutic viruses and vaccines, cells should show a high productivity, stability, 
and robustness. Moreover, they should proliferate under defined conditions so that 
tightly controlled processes can be installed. At the same time, the physiological rel-
evance of the cell system is less important. For such applications, cell lines such as 
CHO or HEK293 cells proved to be highly instrumental.

In contrast, in drug development the physiological relevance of the employed cell 
system is of high priority. In this respect, many established cell lines do not meet the 

“Normal“ physiology
Unlimited availability
Constant properties

Homogeneous

Limited availability
High variability
Heterogeneous

Physiology altered

Primary cells Cell lines

Figure 2.1.1: Comparison of primary cells and cell lines. The major  
advantages (green) and disadvantages (red) of the respective cell system 
are given.disadvantages (red) of the respective cell system are given.
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expectations. Thus, in the last years emphasis has been laid on the development of 
new immortalized cell lines with improved properties from specific tissues that have 
not yet been available previously and that meet the requirements of physiological 
relevance.

In this chapter, different strategies to establish immortalized cell lines are sum-
marized. This comprises the description of the commonly used immortalizing genes 
including their proposed molecular action, protocols for cell type specific immortali-
zation, as well as recently emerged conditional immortalization strategies to control 
cell proliferation. In addition, a noncomprehensive overview is given on biotechno-
logically relevant cell lines as well as their applications. Emphasis is also given on cell 
lines used in the drug development process.

2.1.2 Principles of Immortalization

In primary cells, proliferation is tightly controlled. In this surveillance, the tumor 
suppressor genes p53 and pRb play a pivotal role. These genes control cell cycle pro-
gression and contribute to DNA integrity. Moreover, they are involved in the control 
of cellular senescence and apoptosis, which represent the ultimate mechanisms to 
eliminate cells that display aberrant proliferation control (for review see, e.g., [1-3]).

In immortal, i.e., infinitively growing cells, this well-balanced regulatory network 
is perturbed and immortalized cells have lost the original capacity to control cell 
proliferation. A natural source of immortal cells are tumors in which specific cellu-
lar control genes are usually found to be mutated. Tumor derived cell lines are often 
characterized by genetic instability, which contributes to the generation of additional 
mutations that lead to immortalization. Tumor derived cell lines display an aberrant 
growth control and often are tumorigenic. This can be demonstrated by their capacity 
to form tumors upon injection into immune-compromised mice (see also Chapter 2.3).

As an alternative to tumor derived cell lines, immortal cell lines are generated 
upon manipulation of primary cells isolated from healthy tissues. For certain cell 
types like mouse embryo fibroblasts (MEFs), immortalization of cells can simply 
be achieved upon continuous passaging of primary cells following a regular split-
ting protocol. In a report by Todaro and Green, MEFs were split every three days and 
replated with a low density of 3 × 105 per plate (3T3 protocol) [4]. By this protocol, mul-
tiple random genetic and epigenetic changes that confer a proliferative advantage are 
accumulated and finally result in immortalization of cells [5]. Due to the randomness 
of this process, it is not specified which mutations are induced through this protocol. 
In later studies the role of the tumor suppressor p53 was investigated, however with 
nonconsistent results. In one study clear indication was given that p53 is the major 
driver of the immortalization process [6]. In contrast, another study demonstrated 
that p53 is only involved in spontaneous immortalization of MEFs if a modified proto-
col (the 3T12 protocol) but not if the 3T3 protocol is used [7]. This highlights the major 
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disadvantage of spontaneous immortalization protocols: since the genetic alteration 
that is provoked is not controllable the cells differ in their properties and an extensive 
screening has to be performed to identify the desired cell clone with the desired prop-
erties. Another important drawback of such a random immortalization by cultivation 
is the fact that it is restricted to certain cell types such as mouse fibroblasts while most 
cell types cannot become immortalized by this method.

Over the last decades, knowledge has been accumulating on specific genetic 
manipulations that result in the immortalization of cells. While in the beginning 
mainly random procedures were employed, in the recent years novel strategies have 
been emerging that are directed to achieve the rational and producible development 
of such designer cell lines (Figure 2.1.2). It has to be noted that the various protocols 
for immortalization are not generally applicable but are usually restricted to certain 
cell types and/or species. This is exemplified by the recent observation, namely that 
human cells usually require immortalization strategies that are different to cells from 
other mammals like, e.g., murine cells [8].

The most important and promising approaches towards a rational development 
of cell lines are summarized in the following sections.

Induced immortalization
Viral genes Cellular genes

Constitutive Conditional

Controlled proliferationUncontrolled proliferation

Spontaneous immortalization
3T3 protocol

Primary cells

Figure 2.1.2: Schematic representation of the different immortalization 
approaches. Immortalization can be achieved through spontaneous events 
like, e.g., outgrowth from tumor material or through defined cultivation 
regimens (3T3 protocol). A more controlled approach is the introduction of 
immortalization genes into primary cells of choice. If the immortalization 
gene is controllable by the exogenous means a growth controlled immortal-
ized cell line is established. In this case proliferation can be controlled by 
exogenous stimuli.
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2.1.2.1 Immortalization of cells based on viral oncogenes
The first cell lines created in vitro were derived upon infection of primary cells with 
viruses that have an intrinsic oncogenic potential (tumor viruses). Various viruses are 
known to confer infinitive growth of cells by transducing oncogenes that deregulate 
the cellular growth control. A highly successful strategy for development of cell lines 
by viral infection represents the use of Epstein-Barr virus (EBV)  for the immortaliza-
tion of B lymphocytes.

Epstein-Barr Virus (EBV) genes
EBV is now in routine use for the establishment of B cell lines that are of particular 
interest for the development and generation of human monoclonal antibodies (for 
review see [9]). The gene or the genes from EBV that are responsible for the immortali-
zation of B cells are not yet defined. However, it has been shown that the EBV nuclear 
antigen 1 (EBNA1)  strongly enhances the immortalization process by several orders of 
magnitude [10]. This indicates that the concerted action of several EBV genes induces 
immortalization of primary B cells. The relevant pathways of EBNA1 based immor-
talization include the downregulation of p53 and the induction of reactive oxygen 
species (ROS). EBNA1 lowers the cellular p53 level indirectly by binding to the herpes 
virus-associated ubiquitin-specific protease (HAUSP) [11]. This complex binds to the 
p53-Mdm2 complex and is considered to induce deubiquitination of Mdm2 which in 
turn leads to the inactivation of p53 [12]. The accumulation of ROS after transduction 
of EBNA1 is probably induced through the induction of a NADPH oxidase (Nox2) [13]. 
High ROS levels induce DNA damage and the associated elevated mutation rates are 
considered to contribute to the immortalization of primary B cells.

Rather than employing replication competent wild type viruses, more controlled 
immortalization can be achieved by the transfer of the relevant subgenomic viral 
tumor genes. For this purpose, expression cassettes are generated in which viral or 
nonviral promoters are used to express the viral genes. These cassettes can be intro-
duced into primary cells by nonviral methods. However, an increase of the efficiency 
of gene transfer and thus immortalization is often required. Thus, recombinant 
viruses such as retroviruses or lentiviruses that integrate the immortalizing genes into 
the cellular genome are of interest. Since lentiviruses can also infect arrested cells, 
this strategy is currently the method of choice for immortalization of primary cells 
with limited proliferation capacity.

Human Papillomavirus (HPV) E6 and E7
Out of the 100 human papillomaviruses 15 types are so called high-risk papilloma-
viruses that are considered to be the causative agents of most cervical cancers (for 
review see [14]). The major tumor promoting potential of these viruses is based on the 
viral E6 and E7 proteins. These proteins have been shown to interfere with cell cycle 
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control and the regulation of apoptosis. E7 inhibits the function of various pRb family 
members by binding and thereby facilitating cell cycle progression (reviewed by [15]).
E6 on the other hand is known to promote the degradation of p53 and thereby disrupts 
the growth control by p53. Another function of E6 is the induction of telomerase activ-
ity which supports the immortalization of cells by maintaining telomere length (see 
below) [16]. For the efficient immortalization of human cells both proteins – E6 and 
E7 – are required. In certain settings the immortalization of human primary cells can 
also be achieved through expression of only a single HPV gene. It was demonstrated 
that both E7 and E6 are able to immortalize primary human foreskin keratinocytes 
when transferred alone. However, the efficiency was dramatically increased when E6 
and E7 were used in combination [17] or when a variant of the E6 gene was employed 
[18]. It has to be noted that foreskin derived keratinocytes have a high intrinsic prolif-
eration potential which probably contributes to the fact that this cell type is compara-
bly easy to immortalize. Generally, the combination of E6 and E7 has been shown to 
be particularly efficient for the immortalization of epithelial cells [19].

Adenoviral E1A and E1B 
The family of the adenoviruses comprises more than 50 serotypes (which fall into six 
different groups). Although adenoviruses per se do not induce cancer formation, it 
has been demonstrated early that the proteins E1A and E1B are able to immortalize 
primary cells in vitro [20]. The E1A gene is the dominant oncogene [21]. E1A is able to 
immortalize primary cells per se, albeit with a much lower frequency when compared 
to immortalization regimens which utilize E1A and E1B together [22].

The E1A protein has been shown to interact with retinoblastoma family members 
(pRb, p107 and p130) (for review see [23]). In the normal setting the tumor suppressor 
pRb regulates the transition from the G1 to the S phase of the cell cycle. The binding 
and inactivation of pRb through E1A therefore leads to activation of the S phase genes, 
which is mainly accomplished through the transcription factor E2F [15, 23]. Another 
important feature of E1A which contributes to its potential concerning immortaliza-
tion is the interaction between E1A and p300/CBP. The precise mechanism is not yet 
completely understood but seems to involve transcriptional deregulation of various 
genes through epigenetic modulation such as histone deacetylation. One prominent 
target gene which is activated through this mechanism is the oncogene c-myc [24]. 
The action of E1B protein is mediated by its interaction and neutralization of p53 [25]. 
Interestingly, the inactivation of p53 is achieved without degradation of this tumor 
suppressor protein. As a consequence of this inactivation the initiation of the apopto-
sis program usually triggered by p53 seems to be prevented [26].
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Simian Virus 40 Large T Antigen (TAg)
The simian virus 40 (SV40), a member of the polyomavirus group, is a monkey virus 
that has been shown to induce various types of tumors in rodents. Whether SV40 
large T antigen (TAg) also causes tumors in humans is still under debate. Because of 
an accidental contamination of poliovirus vaccines in the 1960s, millions of people 
were exposed to SV40 virus [27]. Fortunately, this did not lead to a significant increase 
in tumor incidence, which suggests that the tumorigenic potential of the SV40 virus 
is low. The major protein that is responsible for the immortalization of primary cells 
is the large T antigen (TAg). For immortalization of cells, a temperature-sensitive 
mutant of SV40 TAg has gained particular relevance (see below). TAg is known to 
modulate the activity of a number of cellular proteins but amongst them, p53 and pRb 
are regarded as the most important ones for immortalization (for review see [28]). The 
binding of TAg to p53 leads to the inactivation of the tumor suppressor protein, which 
is essential for the block of its function as a transcription factor and the immortaliza-
tion capacity of TAg [29]. In addition, TAg mediated immortalization is contributed 
by the inactivation of pRb. This interaction is mediated through a conserved motif 
(LXCXE motif) which is also found in “large T proteins” from other polyomaviruses 
[30].

While TAg alone can be successfully employed for the establishment of rodent 
cell lines, the immortalization of primary human cells by TAg is a very inefficient 
process. Transduction of human cells with TAg usually leads to an extension of the 
cellular life span. However, the TAg-transduced cells still enter into crisis in which 
most of the cells die and only a very small fraction of cells evade [31]. Importantly, 
the cells that went through crisis display a grossly altered phenotype when the estab-
lished cell line is compared to their primary counterparts which is also reflected by an 
altered karyotype [32]. Therefore, an efficient immortalization of primary human cells 
is only achieved with a concerted action of TAg with a second immortalizing gene 
such as c-myc or human telomerase (hTert, see below).

2.1.2.2 Immortalization by hTert and the Impact of Telomeres
A critical part during genome duplication during S phase is the replication of the very 
ends of chromosomes; the repetitive DNA stretches which are called telomeres. These 
telomeres consist of repeats of the sequence TTAGGG/CCCTAA. In germ cells, a total 
of about 15 kb of telomeric repeats are found. In contrast, in differentiated cells the 
telomere length is significantly shorter. This reduction of telomeric ends is a conse-
quence of the fact that during DNA replication the telomere ends cannot be fully repli-
cated (“end replication problem”) [33]. As a consequence the telomeres progressively 
shorten with every replication cycle.

In human stem cells, telomerase can antagonize this effect via its reverse tran-
scriptase subunit hTert. However, telomerase is not expressed in human somatic 
cells. Only in tumor cells the activity of hTert is restored leading to the stabilization of 
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the telomeres. It could be shown that ectopic expression of hTert can lead to immor-
talization of human cells [34]. Since this initial study many human cell types have 
been successfully immortalized with hTert. In many cases, these cell lines display fea-
tures of primary cells. This is highlighted by studies that successfully employed the 
hTert-immortalized cell lines in regenerative medicine approaches, e.g., with bovine 
adrenocortical cells [35], with human dermal endothelial cells [36], and human mes-
enchymal stem cells [37]. The use of hTert alone is restricted to certain human cell 
types, as others need the concerted action of several genes for efficient immortaliza-
tion [38]. Importantly, prolonged constitutive expression of hTert induces changes in 
gene expression that lead to a premalignant phenotype [39].

Of note, telomerase is not applicable for the establishment of murine cell lines. 
This is probably due to the fact that laboratory mouse strains have long telomeres and 
murine primary cells often exhibit an endogenous telomerase activity [40].

2.1.3 Targeted Immortalization of Specific Cell Types

While the above mentioned genes act in a broader spectrum of cell types, the immor-
talization capacity of certain genes is restricted to specific cell types (reviewed in 
[41]). This can be exploited to preferentially immortalize cells in crude preparations 
of tissue cells that display a mixture of various cell types (e.g., see [42]). Indeed, a 
number of studies demonstrate that the transfer of certain genes can selectively 
immortalize specific cell types (Figure 2.1.3).

One example represents the immortalization of murine monocytes from the bone 
marrow-derived cell populations by v-myc [43, 44]. Another example concerns the 
specific immortalization of murine embryonic endothelial cells from a crude mixture 
of embryonic primary mouse cells by polyomavirus middle T antigen (PymT)  [45].

Also specific immortalization of various human cell types has been reported. 
Human keratinocytes were evaluated for specific immortalization by the inhibitor of 
differentiation 1 (Id1). Cell lines could be generated that show increased telomerase 
activity and modulations in the two major tumor suppressor pathways pRb and p53 as 
highlighted by an impaired p53-mediated DNA-damage response. In addition, these 
cell lines have lost the differentiation potential normally seen in primary keratino-
cytes [46]. How robust this approach is remains to be shown since another study 
using this gene could only observe an extended lifespan of primary keratinocytes but 
not immortalization [47]. Differences in the experimental set-up might contribute to 
the contradicting observations. 

Specific immortalization has also been shown for human hepatocytes. In the 
study of Ray et al. (2000), the hepatitis C virus (HCV) core protein was applied [48]. 
However, compared to primary hepatocytes the cell lines displayed an altered cell 
morphology suggesting that immortalization was accompanied with loss of the dif-
ferentiated phenotype.
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A promising cell type for specific immortalization are memory B cells which can 
be immortalized by the ectopic expression of the apoptosis modulating gene Bcl-xl 
together with Bcl6. Bcl6 is a transcriptional repressor that prevents differentiation of 
B cells into plasma cells by downregulating p53 and facilitates the expansion of the B 
cells. Importantly, the resulting cell lines are fully functional with respect to antibody 
secretion [49].

A specific cell type of interest is the human CD34+ hematopoietic stem cell. It was 
found that the MLL-AF9 fusion gene, which is predominantly associated with myeloid 
leukaemias, was able to immortalize this cell type. These cells are still able to differ-
entiate either to the myeloid or to the lymphoid lineage [50].

While these reports represent promising examples for exploitation of the cell type 
specific activities of immortalizing genes, it has to be emphasized that the potential 
of the individual genes is hardly predictable and thus has to be evaluated experimen-
tally. A rational exploitation of immortalizing genes is also hampered by the limited 
knowledge of the signaling pathways that govern cell type specific proliferation.
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Figure 2.1.3: Schematic representation of cell type specific immortali-
zation. Broadly acting immortalization genes like SV40 large T antigen 
immortalize primary cells widely independent of the cell type. Therefore 
if the starting material is a mixture of different primary cell types an 
immortalization approach with TAg leads to cell lines from the different 
cell types. In contrast, cell type specific immortalization genes like PymT 
or v-myc only lead to the immortalization of certain cell types. Therefore, 
from a mixture of different cell types only those will be immortalized that 
are amenable to the immortalization of the respective cell type specific 
immortalization gene.
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2.1.4 Growth Controlled Cell Lines

For various applications it is of interest to control the proliferation of immortal cells 
over time. This concerns, e.g., biotechnological production processes where it seems 
advisable to block the increase of cell mass to dedicate the energy resources of a cell 
to the synthesis of a secreted protein of choice over long time.

Moreover, for some cell types it has been suggested that the differentiated state 
is restricted to a nonproliferative state while in the proliferative state cell type spe-
cific pathways are downregulated. Such a finding has been reported, e.g., for hepato-
cytes in vivo [51]. To control proliferation, different regulation strategies have been 
exploited. These comprise the use of post-translational, transcriptional and genetic 
control of immortalizing genes. These strategies are briefly described in the following 
paragraphs.

2.1.4.1  Controlled Proliferation by Post-translational Control of Immortalizing 
Genes

Growth control can be achieved by the controlled expression of immortalizing genes. 
Such a conditional immortalization of cells was first achieved with the help of a tem-
perature-sensitive mutant of TAg (tsTAg). This mutant protein is fully active and the 
cells are cultivated at 33 °C. At this permissive temperature the tsTAg is comparable 
in its function to the wild type TAg and leads to proliferation and immortalization. 
Proliferation arrest is achieved by shifting the cells from 33 to 37-39 °C. Exposed to 
elevated temperatures the mutant tsTAg is misfolded and thereby inactivated and 
subjected to degradation [52]. tsTAg has proven to be instrumental for establishing 
various temperature-dependent cell lines. Growth-controlled cell lines have been 
established by retroviral transfer of tsTAg into primary cells (e.g., [53]) and also by iso-
lation of cells from a tsTAg transgenic mouse, the so-called Immortomouse® [54, 55]. 
Examples for tsTAg-based conditionally immortalized cell types encompass myogenic 
cell lines [56], hepatocyte cell lines [57, 58], tissue specific microvascular endothelial 
cells [59], an astrocyte cell line [60], and more recently an adrenal medullary cell line 
[61] as well as stroma cell lines [62]. For a more comprehensive overview please see 
review by Obinata (1997) [63]. tsTAg-immortalized cell lines were used for a multitude 
of applications (see overview in [64, 65]). However, it has to be noted that the tempera-
ture shift itself imposes a significant change in cellular properties [66], which compli-
cates the interpretation of cellular behavior regarding reversion of immortalization. 
In addition, one report indicates that the regulation control through the tsTAg is not 
stringent [67]. If tsTAg-immortalized rat hepatocytes were maintained for extended 
time periods at the nonpermissive temperature outgrowth of cells was observed. 
Still, in these cells tsTAg protein was temperature-controlled. This indicates that  
the immortalized cells acquired spontaneous mutations if maintained at the nonper-
missive temperature. These mutations in turn induced proliferation independent of 
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tsTAg and consequently growth control was lost [67]. This kind of adaptive mutation 
might apply for other cell types and systems. However, immortalization systems have 
been described that retain the conditional phenotype long-term [68, 69].

Since temperature-sensitive mutants are not available for other immortalizing 
genes, more generic protocols to control activity of these genes have been explored. 
One example concerns the post-translational control of immortalizing genes upon 
fusion to the estrogen receptor moiety (ER). In ER fusion proteins the protein activity 
is structurally impaired. Binding of 4-hydroxy-tamoxifen to the ER domain changes 
the conformation of the fusion protein and restores the activity. Based on such an 
approach employing HoxB8-ER, murine macrophage, neutrophil and hematopoietic 
progenitor cell lines were generated [70].

2.1.4.2 Controlled Proliferation by Transcriptional Control of Immortalizing Genes
Besides post-translational control also transcriptional control of immortalizing genes 
has been exploited. For this purpose, synthetic, so-called orthogonal regulation 
systems have been implemented, that allow specific control of a synthetic promoter 
while not affecting the cellular regulatory network (reviewed by [71]). An extensively 
explored regulatory system concerns the “tetracycline system” (Tet-system)  in which 
a recombinant transactivator protein specifically binds to a synthetic promoter and 
thereby induces transcription. The binding of the transactivator is modulated by tet-
racycline (Tet) or its derivatives such as doxycycline (Dox). Thus, addition or with-
drawal of Tet or Dox results in control of transcription.

In the original study from Gossen and Bujard (1992) [72] the Tet-off system was 
used in which in absence of Tet the transactivator tTA binds to and activates the 
cognate promoter while in presence of Tet binding is impaired. Further developments 
in this field comprise the development of a Tet-on system [73], a bidirectional pro-
moter which facilitates the expression of two cistrons [74] and a Tet-dependent pro-
moter with a reduced basal activity [75] (for review see [76]).

While the classical set-up with a constitutive expression of the transactivator 
results in a gradual, dose-response, an auto-regulated set-up leads to stochastic acti-
vation. In such a setting the transactivator is controlled by the synthetic promoter, 
which allows implementing all components required for regulation and transgene 
expression in a single expression cassette [77, 78].

Based on an auto-regulated Tet system a highly efficient method for conditional 
immortalization was established [69]. In these cells, cell proliferation is strictly 
dependent on Dox. Due to the compactness of the expression cassettes they can be 
packaged into lentiviral vectors which facilitates an efficient gene transfer of the 
immortalizing genes in a broad range of cell types [68]. By Tet-controlled expression 
of SV40 TAg, PymT, hTert, and c-Myc, various types of proliferation-controlled cell 
lines have been established. Examples of growth-controlled cell lines include mouse 
fibroblasts [69], lung microvascular derived endothelial cells [68] and liver sinusoi-
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dal endothelial cells [79], but also human cell lines such as umbilical vein-derived 
endothelial cells [68], as well as human mesenchymal stem cells [80, 81].

2.1.4.3 Genetic Control of Immortalization
Finally, also genetic switches have been utilized to control immortalizing genes and 
thereby revert the immortalization state. For this purpose, site-specific recombi-
nases such as Cre or Flp recombinase were successfully employed to facilitate exci-
sion of the immortalizing gene(s) flanked with the cognate recombination target 
sites (e.g., loxP or FRT sites) [82-85]. However, in contrast to the previously described 
transcriptional and post-translational control systems, the reversion of the genetic 
switches is irreversible since the immortalizing gene is eliminated. Efficient transfer 
of the recombinase by adenoviral transduction combined with an extensive selection 
process can eliminate nonrecombined cells which would overgrow the population 
of reverted cells [86]. To further improve this critical step, more recent approaches 
involve inducible mutants of the recombinase, which are stably integrated into the 
cells and activated on demand [87]. The use of recombinases implements the risk for 
unintended genetic rearrangements if multiple copies of the immortalizing genes are 
integrated at various chromosomal sites. Such rearrangements could also involve cel-
lular chromosomal regions, which can potentially affect cellular properties. Thus, 
recombinase-based control of proliferation requires additional controls to ensure the 
cellular phenotype.

2.1.4.4 Controlled Cell Proliferation in Protein Production Processes
Control of cell proliferation is an interesting option to dedicate the cell’s capacity to 
the synthesis of recombinant proteins rather than to the increase of cell mass. Accord-
ingly, controlled proliferation was evaluated with respect to the cellular productivity. 
To this end, the proliferation of immortalized cell lines was blocked by controlled 
expression of genes that stop cell cycle progression. One example concerns expres-
sion of the cyclin-dependent kinase inhibitors p21 or p27 which stop the cell cycle 
predominantly in the G1 phase. Interestingly, in the growth arrested state cell lines 
showed an enhanced production of the protein of interest. For Chinese hamster ovary 
cell (CHO) a 4- to 30-fold increase in antibody production could be observed in the 
growth arrested state if compared to proliferating cells [88-90], reviewed by [91]. Also 
mouse fibroblasts conditionally immortalized with SV40 TAg were analyzed for their 
productivity in the proliferating and in the nonproliferating state. In this study, the 
overall increase in production was 2-fold higher in the growth-arrested cells. Impor-
tantly, this ratio remained constant throughout the cultivation period [92].

These studies indicate that controlled proliferation enables a higher productiv-
ity of producer cells. Moreover, growth-controlled producer cells allow to continu-
ously harvest secreted proteins over extended time periods, which makes this strategy 
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attractive for production. However, to date this technology has not exploited in a cer-
tified process of therapeutic protein production.

2.1.5 Cell Lines for Biotechnological Applications

In industrial research cell lines are mainly used either for drug development or for 
producing biologicals. In the following sections a noncomprehensive list of the most 
important cell lines for these two industrial applications is provided (Figure 2.1.4).

2.1.5.1 Production Cell Lines
One major application of cell lines is the production of biotechnologically rel-
evant proteins, such as antibodies, and other therapeutic proteins, such as human 
α-antithrombin (hAAT), blood coagulation factors, erythropoietin or follitropin, as 
well as their use for vaccine production. Also, recombinant viruses for gene therapeu-
tic approaches are produced with the help of continuously growing cell lines that act 
as helper cells [93-96].

Such cell lines require a number of specific features. Besides a high overall pro-
ductivity and genetic stability of the cell, a critical property concerns the type of gly-
cosylation that is provided by the producer cell. Generally, a glycosylation pattern 
is required that confers protein activity and resembles best the glycosylation type in 
humans. In particular, it should not induce an antigenic response in humans. Further, 

Application 
of cell lines

Target 
screening

ADME/Tox

Production

- Specific function necessary
- Physiologically relevant cells

- Physiologically relevant cells

- Specific „post translational“ patterns
- Robustness in production process

Figure 2.1.4: Applications and requirements of cell lines in biotechnology. 
The major industrial applications of cell lines are depicted. In addition, the 
desired properties of the cell lines in these applications are given.
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for protein producer cells also practical issues such as a high efficiency of genetic 
manipulation of these cell lines is of importance.

Currently, the production of proteins is mainly based on few cell lines that have 
been shown to provide high productivity, safety, acceptable stability, of recombinant 
protein production and can be subjected to fermentation processes under serum free 
conditions. Many production protocols are based on cell lines such as Chinese hamster 
ovary cells (CHO) [97, 98] and HEK293 cells [99] that have been isolated decades ago. 
(The application of these cell lines in vaccine production is highlighted in Chapter 
2.3). In the recent years, the demand for well-characterized, traceable and rapidly 
expandable cell lines with defined and improved properties increases. Accordingly, 
an increasing number of cell lines has been generated by rational transfer of defined 
immortalizing genes to characterized primary cells of different species and tissues, 
resulting in the establishment of so-called designer cells. In the following, we give an 
overview about the history of some of these various cell lines that are or may become 
relevant for research and biotechnological applications. Since Chapter 2.2 is dedi-
cated to the CHO cell line, it is not included in this compilation.

2.1.5.2 The HEK293 Cell Line and Its Derivatives
One frequently used recombinant protein production cell line is HEK293. This cell line 
has been generated upon transfection of a mixture of sheared DNA obtained from 
adenovirus Ad5 into human embryonic cells derived from kidney [99]. In depth char-
acterization revealed that HEK293 cells contain a stably integrated single copy of the 
left part of the adenoviral genome (nucleotides 1 to 4,344) of Ad5 [100]. This region 
includes the adenoviral E1A and E1B genes controlled by the viral promoters. Later, it 
was found that HEK293 cells unexpectedly display a number of neuronal markers sug-
gesting that the immortalized parental cell was of embryonic neuronal origin rather 
than representing a classical kidney epithelial cell [101]. Indeed, experimental evi-
dence was given that adenoviral Ad5- and also Ad12-based immortalization protocols 
are more efficient on human embryonic neurons rather than kidney cells [101, 102]. 
This is probably due to a certain resistance of kidney epithelial cells to immortaliza-
tion and/or a preference of adenoviral E1A/E1B immortalization for neuronal cells. 
This example shows that even low numbers of ‘contaminating’ cells in a cell prepara-
tion can give rise to a preferential immortalization while the cell type of interest may 
not be targeted.

Due to the fact that HEK293 cells express E1A and E1B proteins this cell line has 
been broadly used as a helper cell line for E1A/E1B-deleted recombinant adenoviral 
vectors (for review see [103, 104]). Upon transfer of recombinant adenoviral vectors to 
HEK293 cells, the E1A/E1B function is provided in trans and complements the forma-
tion of replication-defective viral particles. Further, upon transfection of EBNA1 or 
SV40 T antigen encoding expression cassettes, derivatives of 293 cells were generated 
so-called 293E and 293T cells, respectively [105]. These cells support the amplification 
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of episomal plasmids that harbor the respective origin of replication [106]. Moreover, 
293T and also 293E cells have been shown to provide high transfection rates. This 
property makes the cell lines as an efficient tool for various applications and in par-
ticular for small and large scale transient expression of proteins. This is also reflected 
by the fact that a number of pharmaceuticals are produced with this cell type [107]. 
Moreover, 293 cells and also the SV40 T antigen expressing 293T cells derived thereof 
are routinely used for the production of recombinant γ-retroviral and lentiviral vectors 
(reviewed in [108, 109]). Finally, these cells serve as production systems for various 
viruses such as influenza virus [110] and vaccinia virus [111].

2.1.5.3 The PerC.6 Cell Line
Learned from the lesson of HEK293 cells, human embryonic retinoblasts were used 
to establish the PerC.6 cell line [112]. For this purpose, the adenoviral genes E1A and 
E1B (nucleotides 459 to 3,510) controlled by the PGK promoter or the endogenous pro-
moter, respectively, were transferred. In contrast to the HEK293 cell line the employed 
adenoviral region of the PerC.6 cell line excludes viral sequences that are homolo-
gous to E1A/E1B-deleted, recombinant adenoviral vectors. Accordingly, the risk for 
homologous recombination towards replication competent adenoviruses is signifi-
cantly reduced in PerC.6 cells. The construction of this cell line was done under well-
documented good manufactory practice (GMP) conditions which facilitated its use for 
pharmaceutical production. Therefore, besides its use for recombinant adenovirus 
and adeno-associated virus (AAV) production, this cell line proved to be efficient for 
production of vaccines including influenza (reviewed in [113, 114]), poliovirus [115] 
and also for protein production [107].

2.1.5.4 Recent Developments
Recent developments of cell lines for biotechnological purposes include the brain-
derived cell line AGE1.HN which was generated upon transfer of an expression 
cassette encoding the E1A and E1B genes driven by the PGK promoter and the E1B-
dependent viral promoter, respectively. In addition to these immortalizing genes the 
adenoviral gene pIX was introduced into this cell line, which alters the cell metabo-
lism and enhances productivity for secreted proteins [116]. The AGE1.HN cell line has 
been shown to display neuronal but not glial cell markers and was already applied for 
protein production [117].

Similarly, duck cells were immortalized using the E1A and E1B adenoviral genes 
with or without pIX (AGE1.CR.pIX and AGE1.CR, respectively). These cell lines have 
been shown to be suitable for propagation of influenza and vaccinia virus [118, 119].

Another approach was based on primary cells isolated from amnion fluid. Upon 
immortalization with the abovementioned adenoviral genes E1A/E1B and pIX a cell 
line was established designated as CAP [120, 121]. Although the specific cell type that 
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is immortalized by this procedure has not yet been defined, these cells have been 
shown to give rise to high levels of protein [121, 122] as well as influenza virus [123].

2.1.5.5 Cell Lines Used in the Drug Development Process
In the drug development process cell lines are used in high throughput screenings as 
tools to identify drug candidates. In this early developmental stage, considerable cell 
numbers (> 1 × 109 cells) are required to perform automated screenings. Due to this 
fact robust cell systems are mandatory and therefore CHO and HEK293 cells are often 
used that overexpress the desired drug target [124, 125]. The identified hits are further 
characterized in more relevant cell systems, e.g., in cell lines displaying a special phe-
notype or even in primary cells. As this characterization is dependent on the drug 
target and/or the desired indication there is no golden rule which cell systems are 
used in this stage of the drug development process.

After narrowing down the number of potential drug candidates they are optimized 
with respect to efficacy and to pharmacokinetic properties like absorption, distribu-
tion, metabolism, excretion, and their toxicity profile (ADMET profiling). For some of 
these parameters robust cell based in vitro test systems have been established. 

2.1.5.6 Caco-2 Cells
An important pharmacological property is absorption. Drugs are preferably applied 
through the oral route. Therefore they have to stand the acidic surrounding of the 
stomach but also have to be efficiently absorbed in the small intestine where they 
enter the blood stream and are distributed to the target location. Thus, if the absorp-
tion process is inefficient, the dose has to be increased. High drug concentrations are 
more likely to generate toxic side effects. Accordingly, the optimization of the absorp-
tion characteristics is a critical parameter of drug development. For this purpose an 
excellent in vitro model – the Caco-2 cell line – was established. This cell line was 
derived in the 1970s from a colorectal adenocarcinoma [126]. About ten years later it 
was recognized that this cell line was able to spontaneously differentiate into a cell 
type that is similar to small intestinal enterocytes [127]. Today, Caco-2 cells are wide-
spreadly used in various labs working in disciplines like nutrition, pharmacology, 
and toxicology.

Among the relevant features of this cell line are the expression of specific small 
intestinal marker proteins and tight junction complexes. Importantly, also the Caco-2 
cells form microvilli on the apical side (facing the gut lumen) when cultured on cell 
culture inserts (e.g., in transwell plates). For drug development purposes the most 
important property is that Caco-2 cells form a tight barrier. The formation of the barrier 
is induced when the cells are plated onto cell culture inserts and are maintained for 
3 weeks [128]. During this time a tight barrier develops which limits passive trans-
port through the cell layer. It was shown that for such passive transport processes the 
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Caco-2 cells show a permeability coefficient that is comparable to the in vivo situation 
[129].

Also active transporters play important roles in the absorption of drugs. The 
Caco-2 cells do express several intestinal transport systems albeit to a lesser extent 
than in the small intestine in vivo. This is probably the reason for the slower transport 
through the Caco-2 cells compared to the in vivo situation. Another difficulty is that 
the cellular properties change with continuous passaging. Currently, different sub-
clones have arisen from the parental Caco-2 cells. Among the properties that change 
with continuous passaging are an increase in TEER (trans epithelial electrical resist-
ance) and accordingly a decrease in permeability [130]. Further, the cells change in 
the cell proliferation rate, in the activity of metabolic enzymes (Cyp3A4), and the cells 
seem to lose the contact inhibition [131].

2.1.5.7 Keratinocyte Cell Lines (HaCaT, NIKS)
Although not frequently used in the drug development process keratinocyte cell lines  
play an important role in industrial research. The evaluation of keratinocyte cell lines 
as a surrogate for skin was promoted by an EU regulation (REACH) which requests 
that every chemical substance has to be tested for its toxicological profile. So far, this 
substance testing is mainly performed in vivo, which is costly and harbors ethical 
concerns. As an alternative cell based surrogates for skin already have been devel-
oped. In vitro three-dimensional skin equivalents can be established and are used 
for substance testing, e.g., in the cosmetic industry. So far, these skin equivalents are 
composed of primary keratinocytes and in some cases also other primary cell types 
like fibroblasts or macrophages [132].

Probably the most famous and still the most frequently used keratinocyte cell line 
is HaCaT. This cell line was established from adult skin of a donor who came down 
with melanoma. Cells were isolated from the distant periphery of the tumor and the 
cell line was established by spontaneous immortalization, which was probably facili-
tated through cultivation of the cells at elevated temperatures (38.5 °C), a temperature 
known to increase the proliferation capacity of primary keratinocytes. HaCaT cells 
are not tumorigenic upon transplantation into nude mice. Importantly, these cells 
are able to differentiate into stratified epithelia in vitro. This, however, happens at a 
slower rate than with normal primary human keratinocytes [133].

Recently, a novel spontaneously immortalized human keratinocyte cell line, 
NIKS, was described. NIKS cells are immortal and also nontumorigenic. Importantly, 
they form a fully stratified squamous epithelium in vitro when cultivated in organo-
typic cultures. NIKS cells were isolated from juvenile foreskin keratinocytes and cul-
tivated for the cell line generation on MEF feeders. The resulting cell line is still fully 
responsive to growth factor treatment as, e.g., epidermal growth factor (EGF) leads 
to increased proliferation whereas TGFb1 treatment leads to inhibition of prolifera-
tion [134]. NIKS cells even differentiate to the same extent as their primary counter-
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parts when cultivated in organotypic cultures together with dermal fibroblasts. In the 
meantime companies use this progenitor cell line to create skin equivalents, which 
can be used for substance testing but are also tested for regenerative purposes (e.g., 
treating severe burns).

2.1.5.8 Hepatocyte Cell Lines
For drug development hepatocytes are one of the key cell types. This is due the fact 
that the liver is the major site of drug metabolism. Hepatocytes are highly specialized 
cells with unique properties including the detoxification of metabolites. Thus, they 
are of pivotal interest as screening systems for drug development but also for routine 
toxicology studies.

Human hepatocellular carcinoma tissues represent a source for the establish-
ment of immortal hepatic cell lines. Several cell lines have been established (Mz-
Hep.1, KYN-2, BC2) which display some of the hepatic markers (for overview see [135, 
136]). The most widely used hepatoma cell line is the human HepG2 cell line which 
was derived from a well differentiated hepatocellular carcinoma of a 15-year-old Cau-
casian male [137]. Interestingly, this cell line can synthesize many human plasma 
proteins including albumin and α-fetoprotein [137]. While albumin is expressed in 
adult hepatocytes, α-fetoprotein is a marker of the progenitor phenotype and is not 
expressed in mature hepatocytes. Although HepG2 cells show many liver-specific func-
tions, they lack the functional expression of almost all relevant human cytochrome 
P450 family members [138]. This limits the use of HepG2 cells as an in vitro model for 
metabolism or toxicology studies. Certain protocols such as 1a,25-dihydroxyvitamin 
D3-based induction of Cyp3A4 [139] or the cultivation on a nanotechnology-based 
three-dimensional scaffold [140] provide evidence that this cell line can be used for 
drug metabolism studies although only a limited number of settings. In addition, the 
drug-metabolizing potential has to be characterized for each assay before the pro-
duced data can be interpreted [141].

Due to the obvious limitations of the HepG2 cell line there is still a big demand for 
novel hepatic cell lines which was at least partially solved with the establishment of 
the Huh-7 [142] and HepaRG cell line [143]. The Huh-7 and its subclone Huh7.5 are par-
ticularly suited as in vitro model systems for studying HCV biology whereas it is not 
suited for toxicology tests due to its limited hepatocyte functionality (for overview see 
[144]). The HepaRG cell line on the other hand retains an undifferentiated morphol-
ogy under normal culture conditions but can be differentiated through modifying the 
culture conditions (cell density, DMSO addition). This differentiation process induces 
the typical hepatocyte morphology as well as the expression of various cytochrome 
P450s, phase II enzymes and drug transporters. Therefore the HepaRG cell line is cur-
rently considered as an alternative to primary hepatocytes for toxicology tests.

The obvious drawback associated with the generation of hepatic cell lines from 
hepatocarcinomas is the unpredictability. Therefore, regimens were developed to 
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standardize the immortalization process of hepatocytes. To this end it was shown that 
primary human hepatocytes can be immortalized by the transfer of immortalizing 
genes such as TAg, hTert, E6/E7, or as well the gene encoding the core protein of HCV. 
Several cell lines like the PH5CH [145], the Fa2N-4 [146], the HepLi5 [147], the HuS-E 
[148], or the NKNT-3 cell line [149] have been established. For these approaches either 
TAg alone (PH5CH, Fa2N-4, HepLi5), or hTert in combination with TAg (NKNT-3) or 
E6/E7 (HuS-E) were employed. However, all these cell lines still show significant dif-
ferences when compared to primary hepatocytes, which limit their use as predictive 
models [150, 151].

Another approach was used to establish the cBAL111 cell line. In this case, human 
fetal liver cells were immortalized by recombinant expression of hTert [152]. Impor-
tantly, this cell line has the potential to differentiate to a more mature phenotype so 
that these cells show a hepatic phenotype which includes albumin expression and 
urea synthesis. However, also in the case of this cell line, the levels are not compara-
ble to primary mature hepatocytes (overview see [152]).

2.1.6 Outlook

In the last decades, mammalian cell lines gained increasing relevance for biotechnol-
ogy. This concerns their role as potent production systems for a plethora of biologi-
cals. In addition, recent advances in the development of immortalization protocols 
allowed the generation of highly specialized cell lines. These cell lines can already 
partly substitute primary cells for applications that rely on complex properties of spe-
cialized cell types. It can be envisioned that the refinement of the protocols, together 
with the increasing knowledge in the signaling pathways relevant for specialized 
cells, will allow to further improve the methods for expansion of cells with complex 
phenotypes.

Functional complementation of immortalized cell lines could be a future option. 
Based on synthetic biology approaches, relevant properties could be restored. Missing 
or silenced regulatory cascades could be reactivated or reassembled by implement-
ing genetic circuits, respectively. This might concern the implementation of specific 
modification patterns (such as genes for distinct glycosylation profiles) but also more 
complex features such as the detoxification properties of hepatocytes.

Finally, reliable and reproducible methods for immortalizing patient-derived 
cells might pave the way for their application in regenerative medicine. Certainly, cell 
lines that reflect the various genetic settings found in the human population will also 
have a high potential for the establishment of novel in vitro screening/test systems.
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2.2  CHO History, CHO Evolution and CHO Genomics –  
an Unsolvable Enigma?

Florian M. Wurm

2.2.1 Introduction

Immortalized Chinese hamster ovary (CHO) cells are the source of multiton quanti-
ties of protein pharmaceuticals. Such cells are characterized by diversity in genetics 
and phenotypes. Preexisting diversities in cell populations are further enhanced by 
selective forces when such populations become separated from each other so that 
the sharing and mixing of a given gene pool (of a species) is prevented (Darwin). In 
nature, such spreading of groups of individuals without gene pool sharing results in 
speciation. The distribution of CHO cell lines to hundreds of laboratories that grow 
these cells under (very diverse, but practical) conditions represents a strong case of 
such evolutionary selections.

CHO cells have been used in cell culture for research and for industrial applica-
tions for more than 50 years and a bewildering number of differently named cell lines 
can be found in the literature. This chapter tries to represent, in a cursory and not 
necessarily comprehensive way, the history of CHO cells, particularly the origin and 
subsequent fate of key industrially used cell lines. It is, in the opinion of the author, 
not a radical proposal to suggest that the name CHO represents many truly different 
cell “species”, based on their inherent genetic diversity and their highly dynamic rate 
of genetic change. The remodeling of the many genomic structures in clonal or non-
clonal cell populations, further enhanced by the nonstandardized culture conditions 
in hundreds of different labs, renders CHO cells a typical case for “groups of quasispe-
cies”. This term was coined in the 1970s for families of related (genomic) sequences 
exposed to high mutation rate environments where a large fraction of offspring is 
expected to carry one or more mutations. The implications of the quasispecies concept 
for CHO cells used in protein manufacturing processes are significant. CHO genom-
ics/transcriptomics will provide only limited insights when analysis is performed on 
a small number of “old” and poorly (historically and otherwise) characterized CHO 
cell lines. Strictly speaking, any individual cell in a culture appears to carry a pecu-
liar genomic structure. Only screening of many clonal cell lines derived directly and 
under controlled culture conditions from one relatively well-defined starting material 
may reveal a narrow diversity of phenotypes with respect to physiological/metabolic 
activities, and thus, that allows more precise and reliable predictions of the potential 
of a clone for high-yielding manufacturing processes.

The dominance of Chinese hamster ovary (CHO) cells for manufacture of complex 
therapeutic proteins is based on a number of characteristics of these cells that had 
been recognized in the early 1980s by groups of researchers, mostly in early biotech-
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nology start-ups. At Genentech Inc. in South San Francisco, these cells were grown 
at a very large scale in suspension cultures, resulting in the first recombinant protein 
from animal cells in bioreactors approved for human therapy, in 1987. Subsequent 
research and development work in process, science with these cells continued since 
then to further improve both, protein quality and quantity from CHO cultures in bio-
reactors. Proteins like etanercept (Enbrel®, a TNF inhibitor for rheumatoid arthritis 
treatment) and trastuzumab (Herceptin®, an anti-HER-2 breast cancer antibody) are 
each produced at more than 1 t per year and tens of thousands of patients benefit 
from these protein drugs. In spite of these very impressive achievements in both, clini-
cal success and manufacturing from cells in large bioreactors, recent publications 
have expressed hope that a detailed knowledge of DNA sequences and transcription 
patterns of CHO cell lines could provide urgently needed tools to improve the manu-
facture of protein pharmaceuticals [1]. However, in the opinion of the author, this 
research does not take sufficiently into account a profoundly adverse problem with 
CHO cells that could very much limit “omics” approaches and/or deliver entirely irrel-
evant data.

CHO cells – whether being referred to as K1, DG44, DX B11, CHO-Toronto, 
CHOpro3-, or CHO-S – are members of a widely distributed family of related, but pro-
foundly different cell lines, since their individual behaviors/phenotypes (responsive-
ness to different environmental conditions) in cell culture differ quite significantly. 
CHO cells are immortalized cells, and the extent of their relatedness in genome struc-
ture, genomic sequence composition, and in transcription patterns has not been 
studied so far. Thus, reasonable conclusions on their similarities are therefore not 
available. However, in view of the published information on CHO cells and taking 
into consideration generally available information on fluidity of genomes of immor-
talized cell populations, it is proposed that each one of the above-mentioned CHO cell 
lines could be considered a “quasispecies”. This term was first coined by Eigen and 
Schuster in the late 1970s in a series of landmark papers describing a high mutation 
rate environment where a group or “cloud” of related offspring exists and where one 
would expect that a large fraction of the offspring carries at least one mutation [2-4]. 
Since then, the term has been extensively discussed and applied in virology (reviewed 
in [5]) and, most recently, in the population dynamics of cancer cells [6].

Understanding and appreciating the above reasoning requires a “complete” 
history of CHO cells prior to their use in modern biotechnology. Fortunately, most 
of the history of the cells has been recorded in an enormous wealth of publications 
resulting from research executed with CHO cells from the 1960s to the 1980s. In addi-
tion, approximately at the time of the emergence of interest for CHO cells in the bio-
technology industry, in 1985 Gottesman [7] edited a 900-page compendium entitled 
Molecular Cell Genetics that contains CHO main work exclusively dedicated to the 
Chinese hamster and the cells derived from this species. (Unfortunately, this compen-
dium is out of print today but was available to the author for this chapter.)
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2.2.2 CHO Cells in Metabolic and Genetic Studies

Today, few users of CHO cells know that they were extremely popular for fundamental 
research in molecular and classical cell genetics for a 30-year period prior to their use 
in pharmaceutical biotechnology. Their popularity was based on their practicality in 
cell culture, their few (11 pairs) and large chromosomes (in comparison to human 
ones), and the ease with which metabolic and other mutations could be generated 
or found and subsequently studied in elegant experimental approaches. During this 
period, the identification of the genes for the encoded enzymes and their expres-
sion profiles was a “hot topic”. CHO cells became the preferred study object for gene 
and genome-based research in a mammalian host system. Induced and spontane-
ous mutations lead with a high success rate to physiological deficiencies (metabolic 
mutants) that could easily be identified through culture in selective media. Mamma-
lian cell culture technology had matured at the time to an extent that media with 
partially defined or even serum-free compositions could be generated with ease [8-12]. 
These procedures permitted the application of concepts of microbial genetics to mam-
malian cells.

2.2.3 The Early History of CHO Cells

In 1957 CHO cells were established in the laboratory of Puck [13], then at the Eleanor 
Roosevelt Institute for Cancer Research and later at the Department of Biochemistry 
of the University of Colorado in Denver, from 0.1 g of ovary tissue from a Chinese 
hamster. The outbred hamster was provided by Yerganian from the Boston Children’s 
Cancer Research Foundation [14]. It is important to note that out-breeding tries to 
avoid homozygosity, i.e., reducing the number of identical alleles in the genome, 
and thus maintains a typically vigorous and diverse genetic background of diploid 
animals or plants. The issue of allelic diversity in diploid systems will be discussed 
later again, since it appears that loss of heterozygosity (LOH) is a genetic trend for 
genomes of immortalized cells: they frequently loose entire chromosomes or frag-
ments of chromosomes and thus increase the degree in homozygosity over time.

From the trypsinized ovary tissue a culture emerged that appeared to be predomi-
nantly of a fibroblast type and had a near diploid karyotype with only 1 % of the cell 
population differing in chromosome number by one less or more from the expected 
chromosome number of 22 (11 pairs) [13]. However, this small diversion from the 
strictly diploid character of primary cells is not observed in primary cells of human 
origin where a fully diploid karyotype is prevalent until senescence occurs (“Hayflick 
limit”) after about 50 population doublings and the cells die [15].

The fibroblast morphology of the primary ovary cells was maintained in culture 
for more than 10 months, longer than the time limit being established for human 
fetal cells by Hayflick. At an unknown time thereafter, the morphology of some cells 
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changed, and these cells overgrew the fibroblast cell type. It appears that cells in 
culture derived from the hamster ovary were liberated from the typical constraint in 
cell population doublings (i.e., they may have already experienced some type of spon-
taneous immortalization) while remaining close to a diploid character. However, the 
mentioning of additional morphological changes after 10 months in culture points 
towards additional modifications, most likely with a genetic cause whose origin is 
(still) not understood today. Subsequent recloning of these cells with a modified mor-
phology resulted in the cell line that is now called CHO. The change of morphology 
from a fibroblast type of culture to a more epitheloid morphology of cells is mentioned 
in Puck [16, 17]. Unfortunately, no information on the specifics of the cloning step or 
the potential diversity of CHO cell lines is available. For clarity in this text, the author 
refers to these original CHO cells as CHO-ori (see Figure 2.2.1). 

The scheme in Figure 2.2.1 depicts the little knowledge (as available at a time distance 
of more than 45 years) about the origin, history, and early handling of CHO cells. Obvi-
ously, under today’s standards of scrutiny in our industry, one can only say that this 
description is unsatisfying. It is highly unlikely that “cloning” was done at the time in 
Puck’s laboratory with the attention to details we apply today in industry to this step. 
In retrospect, several pertinent questions arise, unfortunately without a chance to 
obtain answers. Particularly striking are issues around the immortalization of these 
cells, their assumed genomic constitution, and their apparent phenotypic change in 
culture.

Figure 2.2.1: A scheme representing the generation  
of the early “original” CHO cell line.
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Subcultures of these CHO-ori cells, now a CHO cell line (to be distinguished from 
cell strains with a limited life span, according to Hayflick’s terminology), were passed 
on to many laboratories. They were described as “hardy”, growing very well, and fast 
in adherent culture. They had a high cloning efficiency (always done in an adher-
ent mode in dishes or flasks) even at very low fetal bovine serum concentrations in 
the culture medium. 10 to 20 % fetal bovine serum (FBS) in commercial media was 
standard in cell culture at the time. However, Hamilton and Ham [11] already reported 
in 1977 the growth of these cells in serum-free media. The cells required the addition 
of proline to the culture medium, and, to the author’s knowledge, today all CHO cell 
lines require it. The first reference to this is from 1963 [16]. Thus, it appears that loss of 
competence for proline synthesis is an early event in the history of these cells.

The following text does not follow the actual history of passing cells from one 
laboratory to another, but gives names and pedigree according to the importance for 
the emergence of the biopharmaceutical industries that uses CHO cell lines today.

2.2.3.1 CHO-DXB11
The very first product made by CHO cells, and thus the starting point of the biotech-
nology era involving recombinant mammalian cells, employed a cell line called CHO-
DXB11. This line was generated at Columbia University by Urlaub and Chasin, who 
were interested in dihydrofolate reductase (DHFR) [17]. The cells in Chasin’s lab were 
derived from CHO-K1 after a coworker in Puck’s lab (Kao) had “cloned” the CHO-ori 
cells. According to Chasin (personal communication), the CHO-K1 subclone was estab-
lished in the late 1960s, perhaps almost 10 years after CHO-ori cells had emerged and 
passed on to others as an immortalized cell line. Similar to CHO-ori cells, CHO-K1 cells 
were also supplied to many laboratories around the world and experiments with these 
cells were described in numerous publications. Vials of frozen CHO-K1 cells were also 
deposited at the American Type Culture Collection (ATCC). The history of these depos-
ited cells was not available to the author at the time of writing this chapter.

Chasin established the cell line CHO-DXB11 (also called DUK-XB11, see Figure 
2.2.2). The purpose of the work was to delete DHFR activity. These cells carry a dele-
tion of one locus for DHFR and a missense mutation (T137R) of the second DFHR 
locus, rendering the cells incapable of reducing folate, a precursor for thymidine and 
hypoxanthine synthesis [17]. The cell line is not named in the mentioned paper, but it 
is one of the gamma-ray-induced mutants described. It is interesting to note that this 
cell line, the first to become a host system for the production of hundreds of kilograms 
of human tissue plasminogen activator (tPA), was the product of (severe) mutagen-
esis. The reasons why this and not any other CHO cell line became the pioneering cell 
line in biotechnology is rapidly explained: the dual inactivation of the DHFR locus 
rendered this cell line very useful for transgenesis with a functional DHFR gene [18]. 
Transfer of a functional DHFR gene via plasmid transfection could repair the DHFR 
deficiency and allow easy selection of recombinant cells in well-defined media. In 
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addition, a second, unrelated gene of interest (GOI), encoded by the same plasmid 
vector, could easily be transferred simultaneously and recombinant clones express-
ing both the functional transgenic DHFR gene and the desired cotransferred GOI 
could be recovered [19]. This 1983 publication is the first to describe cotransfer of two 
genes into CHO cells whereby the two corresponding DNA sequences were provided 
on two separate plasmids. They were simply cotransfected at different ratios. In the 
case of the paper quoted, a 1:10 ratio of the DHFR plasmid to the gamma-interferon 
plasmid gave the highest yielding clones.

The DHFR-negative cells were grown in media containing 5 to 10 % fetal bovine 
serum (FBS). These cells were then transfected, using calcium phosphate as a reagent, 
and recombinant clones were identified after exposure of the transfected population 
in media lacking glycine, hypoxanthine, and thymidine (GHT-minus medium and dia-
lyzed fetal bovine serum). A risk factor mediated by the use of sera from cows, bovine 
spongiformous encephalopathy (BSE), became an important consideration for phar-
maceutical manufacturing in the 1990s. In industry, sera were generally obtained 
from BSE-free sources (Australia, New Zealand). Whether this practice was followed 
in academic labs is difficult to assess. Transfection and cloning occurred in an adher-
ent mode, whereby cloning was done by using “cloning rings” or cotton-swabs. It 
must be assumed that these techniques were also used during the early phases of 
the CHO history. In all cases, an identified colony, visible to the naked eye, was tar-
geted and many cells from such a colony were transferred into a well of a multiwell 
plate. Regulatory concerns requires today “single cell cloning”, frequently done even 
twice in order to “prove” clonality. This is the most stringent “population bottle-
neck” one can imagine – an issue which has important consequences on the genomic 
constitution(s) of the emerging clonal cell population. 

Figure 2.2.2: The origin of CHO-DX B11 cells. A straight line 
indicates transfers of cells without intentional modification 
of the cell line. A line with multiple curves indicates inten-
ded experimental steps that are expected to change the 
genotype/phenotype of the cell population. The grey arrows 
next to the name of the cells indicate the fact that many cells 
(as frozen vials or as active cultures) were distributed to 
many labs over extended periods of time. No information on 
such transfers is available today.



 

44   2 Cell Lines

2.2.3.2 CHO-DG44
For the researchers of metabolic studies with these cells, a low rate of reversion to 
DHFR activity in CHO-DXB11 cells presented a problem. In order to fully eliminate 
this possibility and to provide also a better DHFR-negative host system for eventual 
gene transfer, Chasin engaged in another round of DHFR elimination, but not with 
cells derived from the K1 populations. Figure 2.2.3, established to the best knowledge 
available to the author, tries to establish the history of CHO-DG44 and other cell lines 
of relevance to the industry.

Flintoff, a coworker of Siminovitch, had generated a useful mutant, named CHO-
MtxRIII derived initially from CHO-ori cells, but other cell lines mentioned in the litera-
ture (such as CHO pro5- and CHO-So) may have been part of its history as well. This 

Figure 2.2.3: Origin of CHO-DX B11, CHO-DG 44 cells, commercial CHO Sc cells and commercial CHO 
K1c cells. A short multicurved line (black) indicates literature describing experimental steps that are 
expected to change the genotype/phenotype of the cell population. Year indications are best esti-
mates. Small grey arrows next to a given cell name indicate multiple distributions of cells to different 
labs and companies. The grey, multicurved line indicates uncertainties or undescribed fates of the 
CHO K1c cells.
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gene-amplified mutant proved to be suitable for deletion of both DHFR alleles [20]. 
In the same year (1976), Siminovitch published a highly instructive minireview on 
genetic diversity of cultured somatic (immortalized) cells, based on the many years of 
insights gained mostly with CHO cells [21].

Chasin and Urlaub used the CHO MtxRIII cell line to delete the amplified DHFR 
containing regions of the CHO chromosomes. Their elegant work showing the full 
deletion of the two DHFR loci on chromosome 2 (actually on chromosome 2 and on 
a shortened marker chromosome variant Z2) resulted in the now widely-used CHO-
DG44 cells, obtained after two “traditional” cloning steps [22, 23, personal informa-
tion from Chasin].

2.2.3.3 Gene Amplification
The availability of these two DHFR-negative cell lines (CHO-DXB11 and CHO-DG44) 
allowed an approach to amplify genes with the help of a chemical antagonist of DHFR, 
methotrexate (MTX). The isolation of “amplified” recombinant cell lines occurred 
using stepwise increases in the MTX concentration in the culture medium over several 
subcultivations. Such induced gene amplification usually increases the productivity 
of cells containing the GOI [24-26]. It is based on selections of mutated cells that have 
amplified the DHFR containing sections of the genome of the cells, which occurs at 
the level of large chromosomal sections and thus coamplifies any other DNA as well, 
in the case of cotransfected DNA the plasmid sequences that contain the GOI. This 
approach was a key approach for enhancing protein production in clonal subpopula-
tions of transfected CHO cell lines over a 20-year period in the biotechnology industry. 
During this period, most of the recombinant protein products were derived from CHO 
cells that had undergone MTX-induced gene amplification. Gene amplification results 
in large genomic reorganizations, visible to the eye when karyotyping cells [27, 28]. 

Briefly, new chromosomal structures, known as homogeneously staining regions 
(HSRs), can be found in metaphases of MTX selected human (cancer) derived cells, 
as well as in CHO cells. These regions show multiple (up to thousands) repetitions of 
smaller chromosomal regions (amplicons), all containing DNA containing, at least in 
part, DHFR genes. In fluorescence in situ hybridizations on recombinant CHO cells, 
large chromosomes were found that contained entire arms and long segments within 
chromosomal arms, hybridizing with DHFR sequences. Copy-number analysis of such 
cell lines revealed hundreds and thousands of copies of DHFR in these cells [26-28]. 
Mechanisms of gene amplification have been studied both in human (cancer) cells 
and human cell lines [27, 30], as well as in hamster [31, 32] and in mouse cell lines [33, 
34], and several mechanisms have been proposed including principles that go back 
to “fragile chromosomes” and gene transposition as proposed by the work of McClin-
tock in Zea mays [35]. The genetic stability of these unusual chromosome structures 
within a given cell population is poorly understood [29].
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2.2.3.4 CHO-K1
In Gottesman [7] we find the following statement: “One subline of the original isolate, 
called CHO-K1 (ATCC CCL 61) was maintained in Denver by Puck and Kao, whereas 
another subline was sent to Tobey at Los Alamos. This latter line was adapted to sus-
pension growth by Thompson at the University of Toronto (CHO-S) in 1971 and has 
given rise to a number of Toronto subclones with similar properties including the line 
CHO Pro–5 used extensively by Siminovitch and numerous colleagues in Toronto, CHO 
GAT of McBurney and Whitmore, subline 10001 of Gottesman at the NIH, and subline 
AA8 of Thompson. There are some differences in the karyotypes of the CHO-K1 and 
CHO-S cell lines, and CHO-S grows well in spinner and suspension culture, whereas 
CHO-K 1 does not. Both sublines seem to give rise readily to mutant phenotypes.” 
This shows the handling of CHO cells by many laboratories, their diversity in pheno-
types (one grows the other not in suspension), and the reason for their popularity at 
the time. The line “give rise readily to mutant phenotypes” would have to be avoided 
when presenting cell hosts to regulatory agencies. However, today’s popularity of 
CHO-K1 cells is based on the successful and reliable use of these cells by a well-known 
contract manufacturing company for the production of high-value pharmaceuticals. 
Licenses for these cells, now suspension-adapted, in connection with a unique gene 
transfer system based on the enzyme glutamine synthetase (GS-system), have been 
taken by a number of their client companies. The GS system was originally designed 
for NS0 cells (a murine myeloma-derived cell line also used for the fusion with B cells 
in the generation of hybridomas) [36] and was quickly applied to CHO cells as well. The 
origin of the CHO-K1 cells in the hands of the above mentioned contract manufacturer 
goes back to a vial of frozen cells derived in November 1989 from the European Col-
lection of Animal Cell Cultures (ECACC). How and when these cells arrived at ECACC 
is not known to the author. A serum-free, suspension culture was frozen in the year 
2000 (11 years later) as a “development bank”. Eventually, a subline was generated 
that gave rise in October 2002 to a “CHO K1 SV” master cell bank under “protein-free” 
conditions (Metcalfe, personal communication). Worldwide, at the time of writing of 
this chapter, there are five licensed pharmaceutical products that were made with the 
help of the GS system in combination with CHO-K1 cells.

Briefly, recombinant CHO-K1 cells can be obtained after cotransfection with a 
functional glutamine synthetase gene together with the GOI on the same plasmid fol-
lowed by selection in the absence of glutamine in the medium. In addition, the appli-
cation of a GS inhibitor (methionine sulphoximine, MSX) allows either an increase of 
the stringency of selection or the selection for subpopulations of cells with an ampli-
fied copy number of the GS gene and the GOI. One has to assume that the principles of 
gene amplification with the GS system are similar to the ones discussed above for the 
DHFR system. Unfortunately, no publications with respect to karyotypic characteriza-
tion of GS/MSX amplified sequences in CHO cells have been published so far.
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2.2.3.5 CHO-S
About 50 years ago it was recognized that some (variants of) CHO cell lines have the 
capacity to grow in singlecell suspension culture [37]. In 1973, Thompson and cowork-
ers described suspension cultures of CHO cells [38] and CHO-S cells were mentioned 
(see quote from Gottesman above). Thompson’s CHO-S cells (in Figure 2.2.3: CHO-So) 
were derived from the CHO-Toronto cell line, also referred to as CHO pro–5. Unfortu-
nately, there is confusion about the origin and lack of due credit for CHO-S cells. It 
appears that the CHO-S cells from Thompson’s lab, possibly through Tobey, were pro-
vided in the late 1980s to a cell culture media and cell host providing company. The 
company obtained a vial of CHO cells from Tobey at the Los Alamos National Labora-
tory. These cells were further adapted to a specific medium provided by that company 
marketed since 2002 as CHO-S. Here, the author will call the CHO-S from Thompson’s 
lab CHO-So (o = original) and CHO-S from that company CHO-Sc (c = commercial). In 
view of their culture history it can be assured that these two cell lines will differ with 
respect to optimal culture conditions and other phenotypic/genetic features.

Neither of these CHO-S cell lines was used at Genentech in the mid 1980s for 
culture in singlecell suspension. Instead, recombinant clonal subpopulations derived 
from CHO-DUXB11, first established in adherent cultures with FBS in the medium, 
were individually adapted to suspension. The suspension adapted, serum-free sub-
populations were not recloned prior to generation of master cell banks (personal 
information provided by the author). This appears surprising but is scientifically 
defendable, since “stability” and “identity” of a recombinant cell population has a 
higher chance of being maintained when cloning is avoided (see also the discussion 
on stability and microevolution below). The approach to suspension-adapted clon-
ally derived cell lines, grown prior and during cloning in serum-containing media, 
without another recloning step was the basis for the first large-scale (10,000 L) stirred-
tank bioreactor-based culture of CHO cells for the production of human recombinant 
tPA, and it was also used for other products developed by Genentech in the 1990s.

2.2.4 Diversity of Culture Conditions and the Cytogenetics of CHO Cells

CHO cells have been maintained by hundreds of different laboratories under highly 
diverse conditions. Therefore, the fluidity of genomic structures in immortalized cells 
will have to be considered. Decades of research into culture of immortalized cells have 
taught one important lesson: any culture of clonal or nonclonal cell lines will have a 
dramatic and lasting effect on the diversity of genotypes exhibited by the cell popula-
tion. Insights into the persistent and continuing fluidity of genomes of immortalized 
cells go back to the 1960s. In 1961, Hsu, a highly recognized leader in the cytogenetics 
of mammalian cells, published a landmark paper entitled “Chromosomal Evolution 
in Cell Populations” [39] that summarized more than a decade of work after the visual 
analysis of chromosome structures, and their identification had become a standard 
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technique. Chromosomes could be counted and identified and thus provided a suit-
able means to begin to understand the genomic organization of plants and animals. 
However, in contrast to the clearly recognizable and stable (in structure) chromo-
somes of diploid animals and plants, chromosomes of animal-derived immortalized 
cells showed a strong tendency to be nonidentical in number (from cell to cell) and 
apparently were able to change their organizational structures. Chromosomes of cell 
lines were not stable, in contrast to the overall unchanged structures and numbers 
of chromosomes found in wild-type biological species. The extremely rapid genome 
modifying impact of immortalization is strikingly visible in the unique and highly 
unusual chromosomal structures of such cells. For CHO cell lines, nothing different 
was seen. An example of this is given in Figure 2.2.4, which shows the diploid chro-
mosomes of the Chinese hamster in comparison to those of an ancestral CHO-K1 cell 
line, based on the karyotyping work of Deaven and Peterson [40].

More recently, Omasa and his group constructed genomic BAC (bacterial artificial 
chromosome) libraries of available CHO-K1 and CHO-DG44 cell lines in order to 

Figure 2.2.4: The 22 chromosomes of the Chinese hamster and the 21 chromosomes of CHO-K1 as 
identified by G-banding techniques (modified from [40]). A part of this figure was first published 
in [58] (with permission by Nature Publishing Group).
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establish a map of the hamster chromosomes as fragments of them are distributed in 
the chromosomes of those cell lines. The BAC-based maps solidify the earlier made 
karyotyping based findings by Deaven and Peterson: dramatic rearrangement of 
chromosomal fragments as compared to the diploid (hamster) genome in both cases. 
Also, only few structures appear “stable” when comparing DG44 and K1 cells [41]. 
All immortalized cells present similar restructuring of their genomic DNA. What is 
not shown is the fact that the genomic structure of CHO-K1 shown in Figure 2.2.4 is 
only one of many different genomic organizations present in a population of CHO-K1 
cells. Other cells may show certain similarities to this pattern, but they will rarely 
(or maybe never) exhibit one that is identical when studying 50 karyotypes of indi-
vidual cells. Deaven and Peterson observed a distribution of chromosome numbers 
per cell, ranging from 19 to 23. 60 to 70 % of the cells had 21 chromosomes. Although 
CHO-K1 cells do not have the 11 pairs of chromosomes of the hamster genome, the 
majority of the chromosome structures of the hamster genome are present albeit rear-
ranged with only a few elements (G-banding pattern fragments) not clearly accounted 
for. Much more recently (2006), in the PhD work by Hazelwood [42] done under the 
guidance of Dickson (University of Manchester), a similarly complex genomic situa-
tion of K1 cells as they are/were used by the above mentioned contract manufacturer 
was revealed: a CHO-K1 cell line showed metaphase spreads over a broad chromo-
some number range with 16 to 30 chromosomes (100 cells studied), with 18, 23 and 
18 % of cells showing 19, 20 or 21 chromosomes, respectively. A CHO-K1 SV cell line, 
grown under protein-free conditions (mentioned earlier), showed also a very broad 
chromosome number distribution of 10 to 30 chromosomes. In this instance, 10, 13, 
17, 7 and 12 % (total 59 %) of cells showed 16, 17, 18, 19 or 20 chromosomes, respec-
tively. Studies with clonal subpopulations of these cells revealed similar complexi-
ties of the karyotypes – none of them matching even approximately the statistics 
shown for the “parental” cells [42]. The American Type Culture Collection describes 
the CHO-K1 cell line’s genotype as “chromosome frequency distribution 50 cells:  
2n = 22. Stemline number is hypodiploid.” Thus, the name “CHO-K1” refers to very 
different cell populations, most clearly represented by their karyotype.

This is not surprising: in cultivated, immortalized animal cells, singlecell cloning, 
with and without prior gene transfer, but also just modification of cell culture condi-
tions for a given cell population, leads to new and genetically diverse cells as pointed 
out by Hsu [39]. Each of these populations of cells represent a new quasispecies 
family in the terminology of Eigen and Schuster [43-45]. If cloning is performed, as is 
now essential for a manufacturing cell lines, we will never know the genomic compo-
sition of the one cell that gives rise to the resulting population of cells. For example, 
we do not even know whether cloning efficiencies of cells with 19 or 20 or 21 chromo-
somes are different (however, it is not unreasonable to assume that they are different). 
Whenever we have a chance to do karyotype analysis on a clonal population, we find 
diversity in chromosome structures. Clonal cell populations analyzed posttransfec-
tion and subjected to stringent selective forces show a bewildering genomic restruc-
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turing, as judged by simple karyotyping or chromosome counting. Each clonal popu-
lation analyzed is different. The modal chromosome numbers vary and individual, 
recognizable chromosomes show rearrangements [46].

Two recent papers on the genomic landscapes of HeLa cells [47, 48], the immor-
talized cell line [49] that was the foundation of animal cell culture technologies used 
today, shed a revealing light on the dynamics of genome remodeling under continu-
ous cultivation. A remarkably high level of aneuploidy and numerous large structural 
variants were found at unprecedented resolution. A fifth of the HeLa cell line genome 
showed “loss of heterzygosity” (47). The original genome of Henrietta Lacks, the 
unfortunate woman who developed cervical cancer and whose cells were the source 
of the many HeLa cell lines being studied over the last 50 years, would be consid-
ered near 100 % heterozygote and thus would show significant sequence variations 
between the allelic DNAs representing the two sets of the 23 chromosomes. In one of 
the two genome papers on HeLa cells the average chromosome number of these cells 
is given as 64 and many segments of chromosome have a ploidy status ranging from 
triploid to octoploid. For example, one large homozygote fragment of chromosome 5 
with a size of about 40 million bp is apparently present with 8 copies in HeLa cells. 
Another fragment, about 90 million bp, essentially the entire q-arm of chromosome 
3 is present as 3 copies. These karyotype features result obviously from losses of frag-
ments or arms of chromosomes while the corresponding allelic fragments are dupli-
cated or multiplied. In [47] it is stated: “The extensive genomic rearrangements are 
indicative of catastrophic chromosome shattering”. Up to 2,000 genes in HeLa cells 
are expressed at higher ranges than those seen in human tissues. More than 700 large 
deletions and almost 15,000 small deletions (as compared to the human genome) 
were detected. Most interesting, in view of the major chromosomal rearrangements 
in CHO, are the results of multiplex fluorescent in situ hybridizations (MFISH), a chro-
mosome-painting method. Unfortunately, only 12 metaphase spreads were analyzed 
in this way. As with CHO, these 12 metaphase spreads show common structural rear-
rangements of the karyotype but also a number of “single cell events”. The latter show 
unique translocations of chromosomal fragments, not seen in any of the other cells, 
indicative of a continuing dynamic of restructuring of the HeLa genome. Since HeLa 
cells usually do not undergo single cell cloning as CHO cells do, the fate of cells with 
unique rearrangements is difficult to predict. They may be passed on as a constant 
and small part of the entire population if they do not negatively affect the duplication 
of a cell. Unfortunately, the term “unique” and “single cell observations” are not to 
be taken at face value. An analysis of the karyotype of 12 cells does not provide a suf-
ficient basis to make conclusions about populations of hundreds of millions of divid-
ing cells. In the publication by Adey et al. [48] sequence analysis of two widely used 
HeLa cell lines (CCL-2 and S3, the latter being cloned from the former four years after 
the establishment of CCL-2) and 8 additional lines were performed. The cell lines were 
referred to as hypertriploid (without an assessment of chromosome number). Gains 
and losses of entire chromosome arms were observed, but also more frequent ampli-
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fications and deletions. Evidence of “chromothripsis” (chromosome shattering) is 
provided in both papers [47, 48], indicating an early event, potentially inherited from 
the original cancer. This phenomenon, poorly understood, results from a fragmenta-
tion of one or more chromosomes that subsequently “heal” or become repaired as a 
new and differently organized chromosome structure. The analysis of these two land-
mark papers [47, 48] on the genomics of the widely used HeLa cells requires an exten-
sive knowledge of the complexities of sequence analysis techniques and of the likely 
biology (population dynamics of replicating units, bottlenecks, gene-copy number 
effects, etc.). In all humbleness, the author of this chapter does not claim to having 
fully grasped the genomic structures of the populations of HeLa cells studied by the 
two groups. In discussing these papers with the lead author of one of the two papers 
[47], many unanswered questions remain on timing of the origin and the dynamics of 
restructuring of the mammalian genome in such cells and, most importantly, the indi-
viduality of cells in terms of chromosome/genome structures can not be resolved with 
the presently used sequencing techniques when applied to the entire populations.

However, because of the importance of these phenomena apparently linked to 
cancerogenesis, mechanisms that result in these unusual chromosome structure 
and ploidy changes within an emergent population are being studied since a short 
time. Telling, the title of one of these papers is “Cancer genomes evolve by pulver-
izing single chromosomes” [50-52]. The findings appear to mirror those karyotype-
based observations of chromosomal instability seen in immortalized cells over many 
decades. Comparing the recent findings in HeLa and human cancers (cells) in vivo 
and in vitro with so far available CHO data (karyotypes, BAC hybridizations, genome 
studies) we find a striking similarity.

2.2.5 Stability, Gene Pools and Microevolution

In the context of pharmaceutical production, stability is defined as the reproducible 
protein yield and quality from a given cell line over extended periods of time, from 
thawing of the cell line from a master cell bank until a given time point that is con-
sidered the longest period allowed for production. The minimal accepted period for 
requested proof of stability is about 3 months, based on the fact that manufacturing 
processes at large scale take significant time and will involve many cell population 
doublings. The expansion of cells towards the large-scale production vessel from a 
frozen vial can take up to 4 weeks. Subsequently, the production phase in the large-
scale reactor can take up to 3 weeks for a fed-batch process and even longer for a per-
fusion-based manufacturing approach. Since several batches of product are typically 
being produced sequentially from one thawed vial of cells, a 3-month time window for 
this work is calculated very tightly. For approved protein products, stability studies 
cover at least 6 months of culture are standard.
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It is difficult to imagine the huge number of cells that can be generated within a 
3-month time window. The author needs to elaborate, in order to highlight the occur-
ring genetic “bottlenecking”, CHO cells double their number about once a day (and 
shorter times have been reported), thus within 3 months about 90 doublings of the 
initial cell population will occur. Cell banks, the starting population of cells in vials 
for pharmaceutical manufacturing, are typically made with 4 to 6 × 106 cells per vial, 
corresponding to about 30 µL of cell biomass (compacted cells). If unrestricted for 
subsequent growth after thaw, this biomass could theoretically multiply within the 
3-month time window to a biomass volume of approximately 3 × 1022 L. However, a 
single 10,000 L bioreactor will contain “only” about 1013 cells (corresponding to a 
biomass of about 300 L). Thus, any large-scale production run will only use a minute 
fraction of the progeny of cells derived from the starting culture after thawing 
the cells. Thus scale-up is, in biological terms, equivalent to the expansion of a 
single invading species into an unexploited environment (where most progeny die/
are selected against). In scale-up and maintenance of cells, many restrictions on the 
growth of these cells occur and thus a new population of quasispecies will evolve. 
Due to the genetic diversity of the invading population of quasispecies, the final bio-
reactor will certainly contain a quasispecies different from the starting one deposited 
in the master cell bank.

Independent from the diversity in CHO populations, the stability of the transgene(s) 
within these populations represents another problem that is not sufficiently studied 
and understood. Due to the lack of control over the site(s) of integration of the GOI 
within a single CHO cell, the issue of its stability within the genome is an unresolved 
problem. (In this context, it is noteworthy that regulators and some companies are 
insisting more and more on “true” clonality and that a single cell cloning exercise is 
not satisfactory. In view of the discussion above, this level of scrutiny is difficult to 
justify.) In spite of decades of research in this field, no controllable and reproducible 
gene transfer system has been developed for CHO cells so far. For this reason, manu-
facturers screen thousands of clonal cell populations (all of which are to be consid-
ered quasispecies populations) and study them in extended subcultivations in order 
to predict with a reasonable probability that the productivity is maintained (a) over 
time at small scale and (b) after transfer to large scale for manufacturing. Essentially, 
each time we clone cells, we generate a founder population that undergoes microevo-
lution while we optimize and scale up our cells into large bioreactors. The diversity 
of these founder populations must be significant, since cloning efficiencies in CHO 
cells are high (> 80 %), yet cells differ dramatically in their individual genomic com-
position. The enormous hardiness of these cells, however, allows rapid expansion 
in number of cells derived from the one genome structure of the founder cell while 
rapidly restructuring it, as has already been shown by Hsu in 1961 [39]. A recent and 
important paper in this context on CHO cell populations verifies the expected genetic 
(heritability) diversity with 199 clonal cell populations derived from a CHO K1 paren-
tal host system [53].
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Since true clonality cannot be preserved and thus does not solve the stability 
problem, the best approach for maintaining a balanced gene pool in a given qua-
sispecies population is to minimize growth-restricting (selective) conditions. Clearly, 
for commercial pharmaceutical manufacturing, the maintenance of the gene pool 
composition of the cells in a master cell bank must be assured by all means. By 
keeping cell populations under conditions with little environmental changes, one can 
hope that a trend towards a modified gene pool would be minimized. Unfortunately, 
many standard cell culture techniques are possibly favoring or selecting for modifica-
tions of a given gene pool in a quasispecies population of CHO cells. For example, the 
shift of cells from adherent culture to suspension cultures represents a major environ-
mental modification and thus will lead to the selection of subpopulations. Also, the 
composition of media that either prevent or allow cells to grow to high density can 
be considered a selective condition. Finally, even work with controlled bioreactors 
may be a cause for a population bottleneck. For example, certain reactors have poor 
gas exchange capacities and thus need to be stirred or otherwise mixed vigorously 
and, frequently in addition, need to be sparged with pure oxygen gas to maintain 
basic metabolic activities for the cells. Such conditions can kill sensitive cells and will 
select for populations of cells that are adapted to these harsher conditions. Other bio-
reactor systems, for example OrbShake bioreactors [54, 55] are known to have higher 
gas transfer rates than stirred-tank bioreactors and thus require less energy (corre-
lated to shear stress and liquid turbulence) in order to distribute oxygen to cells. The 
milder conditions of such bioreactors would be expected to maintain sensitive cells 
and thus would not apply a restrictive/selective pressure on a population of cells that 
is scaled from milliliter cultures to hundreds and thousands of liters.

Awareness of the importance of environmental conditions in cell culture for main-
taining stability has only recently been discussed in groups of scientists who deal 
with manufacturing issues. In this context, however, the complexity of genomic com-
positions and the diversity of genomes in cell populations have not been discussed.

2.2.6 Concluding Remarks

The dilemma faced by the industry using CHO cells is enormous. CHO cells have been 
known for decades to be highly robust and flexible, one of the main reasons for 
their popularity in manufacturing. Their gold standard status is rooted in the many 
successful products that have been made in them without risk to transmit unknown 
infectious agents. The quality of these products and, more importantly, the volumet-
ric yields obtained for such products have surpassed the productivity of microbial 
systems. This further encourages the use of these cells.

However, the long and convoluted historic pathway of these cells, resulting 
undoubtedly in an enormous genetic and physiological diversity, combined with a 
large variety of culture conditions used in hundreds of labs represent a problem in 
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assessing the genomic composition of any cell line analyzed and its relevance for 
others. Each population of cells can be considered a quasispecies. Each cell line will 
represent its own unique genome/transcriptome/proteome and, therefore, an evalu-
ation of data in comparison to other cell lines will be difficult if not done within a 
consortium of most interested parties that are ready to share their data. However, the 
wish to share data is even more complicated by the fact that companies will have their 
own, undisclosed ways to engineer their cell lines for more efficient protein manufac-
turing and are eager to protect them. Each of these efforts will generate population 
bottlenecks of quasispecies. Also, the work in companies involves different culture 
media, transfection approaches, reagents, selection steps, bioreactors, freezing and 
thawing protocols, cloning approaches, and bioprocesses, many of them proprietary.

What we can hope when working with cell lines of CHO origin in a given labora-
tory over many years is learning to appreciate this diversity and to address it with a 
large panel of standardized methods. It is a pragmatic approach and continues to be 
dependent on screening for favorable phenotypes. In essence, the genetic diversity 
problem can be managed by finding the best conditions for a cell population and then 
keeping the environmental conditions constant in order to minimize subsequent gene 
pool drifts in the populations.

What role for CHO genomics? A few important papers have been published very 
recently on sequence compositions and “genomic landscapes” of individual CHO cell 
lines and of the hamster genome [1, 56, 57]. Data in these papers were generated with 
cell populations derived from the CHO-K1, DG-44 and CHO-Sc lineages. They shed 
a first light on the complexities of CHO genomes, and the papers show a consider-
able level of sequence heterogeneity in comparison to the hamster genome and with 
respect to each other. In the papers by the Palsson group (1, 57) it was found that 
mutations appear to accumulate rapidly and are unique to a given cell line. For one 
antibody producing cell line, more than 300,000 single nucleotide polymorphisms 
(SNPs) arose, representing 9 % of all SNPs in this line. Notably, the authors claim that 
such nonuniform distribution of mutations have phenotypic relevance.  More work 
has to be done on CHO, since the papers published so far lack quite important infor-
mation of relevance to the industry:
– What is the degree of individual chromosome ploidy?
– Have entire chromosomes disappeared that generate long segments of homozy-

gosity (as seen in HeLa)?
– Are such losses common among different CHO cell lines?

It appears that such major sequence variations may be shared within a branch of the 
CHO families, but not across the different branches. These publications have to be 
considered a beginning of work necessary to unravel the true genetic diversity of the 
branches and twigs of the CHO tree [58]. To take CHO K1 cells and its genomes: compa-
rison of data sets derived from CHO K1- cells, grown in adherent culture using DMEM 
and fetal bovine serum, in comparison to K1 suspension cells in chemically defined 
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media, and their respective single cell cloned, but subsequently emerged cell popula-
tions, etc., will have to be established. The author could imagine tens if not hundreds 
of such sequence assessments that could lead to very useful insights eventually. The 
reader is reminded of the fact that the one female hamster, chosen for the origin of 
CHO cells, was an “outbred” hamster, whose degree of homozygosity was expected to 
be low. Did the same happen to CHO cells? Is this the reason why CHO were so useful 
for mammalian genetics studies in the 1960s to the 1980s? In the process of using CHO 
cells and mutagenizing them for cytogenetic studies and for the application of micro-
bial genetics to mammalian cells, chromosome losses and rearrangements and copy-
number compensations occurred that would favor a higher degree of homozygosity 
in each of the descendant cell populations used in our industry. The representa-
tion of sequence data from a CHO cell line in connection with a corresponding kary-
otype map would be useful, preferably linking Giemsa banding data with gene loci. 
Identifying those chromosomes that match the typical diploid hamster chromosomes 
and linking them with sequence data would possibly provide a concept for the more 
stable parts of the CHO genome whose losses would make the cells nonfunctional. 
The paper of Borth and colleagues that provides sequences of sorted hamster chro-
mosomes is aligned with this wish [55]. For example, chromosome 1, chromosome Z1, 
chromosome 2, and chromosome Z2 (see Figure 2.2.2) appear to be relatively stable 
structures, at least from the perspective of all the karyotype maps available so far. 
Active gene loci and their structural and functional organization within the hetero-
chromatin on these chromosomes are an important resource. Other smaller chromo-
somes or fragments of chromosomes, if recognizable, may fall into the same category. 
This, the author is hopeful, would represent a CHO core genome providing a highly 
useful and readily applicable starting point for more fine-tuned studies.

Eventually, we should hope for insights how a single cell founder genome shapes 
the resulting quasispecies genomes in clonal subpopulations, all expressing the same 
gene of interest. Practitioners in industry will assure that profound differences in the 
metabolic behavior of clones from a single transfection event for the production of 
one particular protein can be seen frequently. The founder genome, derived from the 
clonal event, is expected to shape the expression profiles, the physiology, the physi-
cal and chemical sensitivity of the resulting cells under production conditions. Pos-
sibly, a more profound set of data, for example from a 1,000 CHO genomes project, 
would further enhance our understanding in this context.
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2.3 Cell Lines for Vaccine Production

Ingo Jordan and Volker Sandig

2.3.1 Introduction

„The cell substrate used in the production of a live vaccine is a critical parameter in the level of 
attenuation or virulence of live vaccine viruses. If the cells used for production were to be changed, 
there could be entirely unknown effects on the safety and efficacy of these vaccines.“ WHO, 1998 
[148]

The ability to cultivate viruses in cell cultures was decisive for the development of 
many important vaccines [1, 2]. Initially, primary cells were the only available sub-
strate but today production of vaccines is performed both in finite cell cultures or con-
tinuous cell lines (CCLs). The finite cultures can be primary cell cultures (PCCs) that 
are directly obtained from explanted tissue without any subpassage [3] and usually 
consist of a mixture of different cell types. If the primary cells have undergone more 
than 10 or 15 cell doublings they are considered secondary and tertiary cell cultures, 
respectively. Cells in primary (as well as secondary or tertiary) cultures usually do not 
proliferate beyond 50 cell doublings. Because a consistent supply with well-charac-
terized finite cultures can be difficult to maintain, continuous cell lines are also being 
investigated for replication of vaccine strains.

There are several advantages associated with continuous cell lines (compare 
Chapter 2.1). In addition to an essentially unlimited life-span, bioreactor processes 
with such cells usually can be better controlled. Continuous cell lines are also ame-
nable to genetic engineering that is required for generation of packaging cell lines 
that allow replication of some modern vectored vaccines. However, health regulatory 
properties are not yet fully defined for such substrates. For this reason, adoption of 
continuous cell lines for vaccine production has been hesitant.

This chapter will focus on historical aspects of cell culture development to high-
light the options for vaccine production that are available today.

2.3.2 Derivation and Life-span Defines the Different Cell Substrates

2.3.2.1 Primary Cell Cultures Were Important in the Fight against Poliomyelitis
Embryonated chicken eggs [4-6] and cultures derived from monkey kidneys were his-
torically the most important primary cell substrates for attenuation of viruses and 
production of vaccines. Especially the development of a vaccine against poliomyelitis 
depended heavily on the primary monkey kidney cells. Infection with poliovirus was 
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an enormous global burden, associated with frequent epidemics, high morbidity for 
those that developed clinical symptoms, and often with dramatic neurologic seque-
lae. Treatment until today is only supportive, a productive infection cannot be cured 
so that prevention is key to controlling poliomyelitis. To produce a vaccine against 
poliomyelitis the virus strains had to be produced in appropriate host cells.

“In 1957, at the end of what may be called the first era of the history of live virus 
vaccine”, fresh explants of monkey kidney were more efficient at replication and pro-
duction of attenuated poliovirus than repeatedly passaged monkey cell lines [7]. Two 
live vaccines based on attenuated strains were produced on primary monkey kidney 
cultures and given to human recipients in the 1950s, the preparation developed by 
Sabin [8] and the preparation developed by Koprowksi and Cox [9, 10].

However, development and investigation of Salk’s [11] killed polio vaccine (that 
used virulent strains of poliovirus) in North America was slightly ahead of the paral-
lel research on the live vaccines. Production at a commercial scale suitable for the 
ambitious 1955 polio vaccine field trial [12] was performed in minced monkey kidney 
cells suspended in chemically defined Medium 199 supplemented with calf serum 
[13]. The field trial was successful and Salk’s polio vaccine licensed in the same year. 
However, “[the] fact that 1,500 monkeys are needed in the production of every million 
doses of killed-virus vaccine has created great difficulties in the supply of monkeys” 
[14]. Because live vaccines usually are more efficient at inducing a protective immune 
response than their killed counterparts, fewer units are required for vaccination. 
Driven by the increasing production substrate limitation, its greater efficacy, perhaps 
also partly motivated by the pursuit for regional independence during the cold war 
and polarization in the polio vaccine research field, Sabin’s live vaccine initially was 
predominantly used to control polio worldwide [15]. Salk’s killed vaccine remained 
the preferred preparation in North America until 1962 [16]. Today, the prevalence of 
wild poliovirus is considered to be lower as compared with vaccine-derived poliovi-
ruses so that killed vaccines are considered to provide a better solution in the fight 
against the remaining endemic pockets. Primary monkey kidney cells are not an 
option anymore for any vaccine and other cell substrates are required.

2.3.2.2 Primary Cell Cultures for the Production of Modern Vaccines
A primary substrate that still is in use for currently licensed vaccines are suckling 
mouse and suckling hamster brains. Some vaccines against Japanese encephalitis 
and against hemorrhagic fever with renal syndrome (HFRS, currently licensed only 
in the Republic of Korea and the People’s Republic of China) are being produced on 
this complex substrate. Until recently, some rabies vaccines were also produced in 
rodent brains.

Today by far, the most important source for primary cells are embryonated 
chicken eggs. Vaccines currently produced on this substrate protect against pediatric 
diseases such as measles and mumps and include most of the seasonal doses against 
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influenza. The embryos are extracted from the eggs and mechanically or enzymati-
cally homogenized. This cell suspension, the chicken embryo fibroblasts (CEFs), are 
transferred to bioreactors for infection with vaccine strains. Alternatively, two small 
holes are drilled into the shell of embryonated eggs, one for inoculation of virus into 
the allantoic cavity and the second to allow air to escape so the seed volume is not 
forced out again. Progeny virus is released into the allantoic fluid which is then har-
vested.

2.3.2.3 Disadvantages of Primary Cells for Vaccine Production
One disadvantage associated with primary cells as substrate is the requirement that 
a complex material has to be introduced continuously into the production process. 
Only eggs of a well-defined regulatory status referred to as specific pathogen free 
(SPF) are suitable for vaccine production. This status is described in Chapter 5.2.2 
of the European Pharmacopoeia. SPF flocks are housed in a controlled facility sepa-
rated from non-SPF animals and protected against contact with wild birds, rodents, 
or insects. Food and air is treated to avoid contamination. Personnel should shower 
and change into protective clothes before entering the controlled facility. Records of 
the general health of the flock are maintained and no medication that may interfere 
with the sensitivity of detection of pathogens should be administered. Currently, SPF 
chicken flocks are screened for 18 pathogens including avian adenoviruses, Marek’s 
disease virus, Newcastle disease virus, and mycoplasma. The number of farms that 
are equipped to produce such eggs is limited and consequentially the supply with this 
complex material can also occasionally become limited [17].

Alternative cell substrates for research on and production of vaccine strains have 
been investigated well before the value of rhesus and cynomolgus macaques was rec-
ognized as a limitation. For example, a comprehensive study on the interaction of 
herpes simplex and pseudorabies viruses with the first continuous “pure cell strain” 
(the clonal L929 cell line derived from a mouse fibrosarcoma) was published in 1953 
[18]. In the same year, replication of poliovirus on the first human continuous cell 
line (HeLa) was described in great detail [19]. It was already known at the time that 
the neurotropic poliovirus can replicate in tissue cultures consisting of extraneural 
cells but this work established that “the cancerous cells of strain HeLa have much in 
common with the cells previously employed” [19]. Hence, reliable and consistent pro-
duction of vaccine viruses such as the 3 strains required in a polio vaccine in theory is 
also possible with an immortal cell line. However, although it was considered highly 
unlikely that a chemically inactivated vaccine produced on HeLa cells may be carci-
nogenic, such a property had to be considered [20]. Because it was not possible at 
the time to “secure in tissue culture a pure line strain of normal mammalian cells 
[...] proven to be free of any extraneous viral or bacterial contaminants and known 
to posses no carcinogenic activity” chick embryos were presciently proposed as the 
most versatile alternative [20].
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2.3.2.4  Diploid Finite Cell Lines as Bridge between Primary and  
Continuous Cell Cultures

The potentially ideal normal cell line was made available in the 1960s with the human 
diploid cell lines (DCLs) WI-38 [21] and MRC-5 [22]. WI-38 was derived from a female 
human fetal lung approximately 13 weeks into pregnancy and MRC-5 from a male 
human fetal lung approximately 14 weeks into pregnancy. Telomere erosion and other 
molecular mechanism leading to senescence were unknown at the time. It was there-
fore surprising that “normal” cells turned out to have a very limited life span, usually 
between 10 and 50 population doublings [23, 24]. This limitation was partly compen-
sated as the refinement of cell culture technology allowed multiple expansion pas-
sages of characterized material obtained from cryogenically preserved seeds. Today, 
the cryogenically preserved characterized materials are known as master cell banks 
and working cell banks with formalized release testing requirements [149]. Because 
the properties of primary cultures and cell cultures of cells that have completed 10 or 
15 cell doublings (secondary and tertiary cultures) differ, precise passaging records 
should be maintained [150].

One of the first vaccines that were produced on the WI-38 cell line were vac-
cines against adenovirus infection. Today, specially designed adenoviruses are well 
known as transgene carriers for gene therapy and vectored vaccines. But they are also 
important pathogens that cause acute upper respiratory diseases. One segment of the 
population that is affected by adenovirus epidemics are newly recruited military per-
sonnel. Close crowding in a constantly changing and immunologically heterogenous 
population together with the physical and psychological stresses appear to promote 
spread of the virus. Among the more than 50 serotypes of human adenoviruses that 
have been described, especially serotype 4 and serotype 7 have the potential to severly 
disrupt military medical services and training commands [25, 26].

The first vaccine that was developed against the febrile respiratory illness was 
a killed vaccine that consisted of the two most relevant serotypes produced on 
primary monkey kidney cells [25]. In 1961, contamination with the oncogenic simian 
virus SV-40 was discovered in many vaccine preparations derived from the primary 
monkey cultures, including the vaccines against acute respiratory disease and poli-
omyelitis. Because a vaccine against adenoviruses was effective and significantly 
reduced morbidity in the military, alternative vaccines were highly desirable. Inter-
estingly, the serotype 4 and 7 adenoviruses cause clinical disease only if they infect 
the respiratory tract. An infection of the gastrointestinal tract can induce an effective 
immune response yet usually remains clinically inapparent. Based on this observa-
tion research on a live vaccine had initiated already prior to the discovery of the con-
tamination with SV-40 [27, 28]. During the 1960s, a live, nonattenuated vaccine was 
developed that in its final formulation was produced by Wyeth-Ayerst (Marietta, PA, 
USA) on WI-38 cells and consisted of the two serotypes in enteric-coated capsules. In 
1971, 10 years after the killed adenovirus vaccine was withdrawn, the live vaccine was 
routinely administered to new male recruits [29, 30].
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Difficulties in the production of the new adenovirus vaccine first emerged in 1984, 
and in 1994 it was decided not to produce this vaccine anymore [29, 31]. The last batch 
was produced in 1995 and the last vaccine from the stocks was administered in 1999.

The acute febrile adenovirus infections resurged and a new manufacturer was 
contracted to produce the vaccine. This manufacture appeared to have difficulties 
with the WI-38 cell line (archived narrative of the Armed Forces Epidemiological 
Board, Spring 2005 Meeting, page 65) and it was considered to switch production to 
the younger MRC-5 cell line. Eventually, any problems with the cell line and techni-
cal challenges surrounding the enteric coating were resolved and the vaccine (now 
distributed by Teva Pharmaceuticals) has been approved by the U.S. Food and Drug 
Administration (FDA) in 2011. The WI-38 as substrate has been maintained and, with 
the exception of removing antibiotics in the culture media, there have been very few 
changes to the initial production protocols.

However, supply of the initial human DCLs became a concern not only for the 
adenovirus vaccine [32, 33]. In 2006, the WHO initiated the generation of a MRC-5 
seed bank with cells at a population doubling level (PDL) of 7. The finished bank con-
sists of 450 vials with PDL-12 cells and is expected to provide production substrate for 
at least 20 years [151].

2.3.2.5 Continuous Cell Lines and Aneuploidy
A molecular counter that leads into a predetermined inhibition of cell proliferation 
may introduce uncertainty into the sometimes very long development pathways of 
investigational vaccines. Continuous cell lines are not affected by such reductions 
in life span but they are usually also not diploid anymore. A functionally unlimited 
repertoire of population doublings is an enormous biotechnological advantage. 
However, changes in karyotype are associated with tumors and for this reason cause 
for regulatory concerns. The discussion of risks that may be associated with aneu-
ploidy is facilitated by the increasing knowledge on the molecular mechanism behind 
immortalization.

Mechanisms that interfere with the life span of primary cells are senescence and 
apoptosis. The senescent phenotype is characterized by an essentially irreversible cell 
cycle arrest, accumulation of the tumor suppressor cyclin-dependent kinase inhibi-
tor 2A (often referred to as p16Ink4A), and a persistent global response to DNA damage 
triggered by the shortening of the telomers [34]. Apoptosis can be induced if cell cycle 
checkpoints are consistently ignored in the presence of DNA damage and comple-
ments senescence in its function of maintaining tissue homeostasis and prevention 
of cancer [35]. Continuous cell lines have progressed beyond both cellular senescence 
and apoptosis. Whereas the karyotype of primary cells is diploid and, within natural 
variations, free of chromosomal translocations or macrodeletions, the price that is 
usually paid for “immortality” are epigenetic and genomic alternations. Some of the 
molecular mechanisms behind these changes have been investigated. For example, a 



 

 2.3 Cell Lines for Vaccine Production   65

central node in the pathways that links mutational stressors to the cell cycle is occu-
pied by the p53 protein [35]. If activated, this tumor suppressor arrests the cell cycle 
so that DNA damage can be repaired, or induces apoptosis if the damage is irrevers-
ible. One of the stressors that induces p53 is constitutive activation of the cell cycle. 
Because undisturbed cell cycle progression is a prerequisite of immortalization and 
transformation towards a neoplastic phenotype, the p53 “guardian of the genome” is 
blocked in many tumors. However, if the sensor for genetic instability is inactivated, 
the risk of aneuploidy increases with every cell division. For this reason chromosomal 
aberrations can be observed as a consequence of transformation [36]. Conversely, 
aneuploidy can also lead into transformation. The mechanism behind this chain of 
events is connected to telomere erosion, a progressive shortening of the protective 
caps of the chromosomes with each division of normal cells, and the explanation for 
replicative senescence observed in 1961 [23, 37, 38]. The risk for chromosomal rear-
rangements increases if the telomeres are critically short. Although cell viability 
suffers with genetic instability, some rare escape mutants may survive and progress 
into a cancerous phenotype [36, 39]. All combined, induced by telomere ablation 
during the process of replicative senescence, aneuploidy can precede transformation.

2.3.2.6 Spontaneous Immortalization
Immortal cell lines derived by any of the two mechanism just described share ane-
uploidy. They appear to be similar but one can argue that there are very important 
differences in the established (final) cell lines. Although cancer often evolves in a 
multistep process that may be accompanied by a great number of mutations dis-
persed throughout the genome, maintenance of the transformed phenotype can be 
mediated by a confined set of few mutated genes. This phenomenon is termed onco-
gene addiction [40]. For explanted tissues in cell cultures similar effects may apply. 
If culture conditions are thus that, for example, a feeder layer allows primary cells to 
survive through replicative senescence [37] then a rare correct combination of domi-
nant mutations in oncogenes or negative mutations in tumor suppressors may lead 
to spontaneous immortalization. Examples for spontaneously immortalized cell lines 
are the Vero, MDCK, BHK21, and CHO cell lines.

The Vero cell line was derived from the kidney of a African green monkey (Cerco-
pithecus aethiops, today Chlorocebus aethiops) by Yasumura and Kawakita in 1962. A 
wide spectrum of viral vaccine strains that ranges from vaccinia virus against small-
pox to poliovirus, rotavirus, Japanese encephalitis virus, and rabies virus is being 
produced on the Vero cell line (Table 2.3.1). Documentation of this cell line is exten-
sive and the literature is enormous. Vero cells were transferred from Chiba Univer-
sity in Japan to the laboratory of Tropical Virology, National Institute of Allergy and 
Infectious Diseases, USA at passage 93 in 1964, and submitted to the American Tissue 
Culture Collection (ATCC) at passage level 113. There, it was propagated to passage 
level 124 for generation of the ATCC CCL-81 cell bank. The Mérieux Institute (today  
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Table 2.3.1: Some currently licensed vaccines sorted according to production substrate.

Substrate Manufacturer Brand Indication Active Ingredient

Resp. bacteria Glaxo Smith Kline PEDIARIX/ 
INFANRIX

Diphteria, tetanus, 
and pertussis

Purified bacterial 
antigens

S. cerversiae Glaxo Smith Kline PEDIARIX/ 
ENGERIX-B

Hepatitis B Purified HBsAg

Glaxo Smith Kline ENGERIX-B Hepatitis B Purified HBsAg

Merck Recombivax HB Hepatitis B Purified HBsAg

Merck Gardasil HPV-induced 
cancers

Adjuvanted HPV VLPs

Trichoplusia ni Glaxo Smith Kline CERVARIX HPV-induced 
cancers

Adjuvanted HPV VLPs

Mouse brain Korea Green Cross Hantavax Haemorrhagic  
fever with renal 
syndrome

Killed HTNV

Sanofi Pasteur/
BIKEN

JE-VAX Japanese  
encephalitis

Partially purified 
killed JEV strain 
Nakayama-NIH

Primary hamster 
kidney

Chengdu Vaccine 
Plant

SA 14-14-2 JE Japanese  
encephalitis

Live attenuated JEV 
strain SA 14-14-2

Embryonated 
chicken eggs

Abott INFLUVAC TC Influenza HA antigens

MedImmune fluMist Influenza Live influenza A and 
B viruses

Sanofi Pasteur YF-VAX Yellow fever Live attenuated YFV 
strain 17D-204

CEF Merck M-M-R II Measles, mumps,  
and rubella

Live attenuated 
measles virus strain 
Edmonston

Merck M-M-R II Measles, mumps,  
and rubella

Live attenuated 
mumps virus strain 
Jeryl Lynn

Novartis RabAvert Rabies Killed RABV strain 
Flury LEP

FRhL-2 Wyeth RotaShield  
(withdrawn)

Rotavirus  
gastroenteritis

Live rhesus or 
rhesus-human  
reassortant rotaviru-
ses serotypes 1 to 4
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MRC-5 Glaxo Smith Kline HAVRIX Hepatitis A Killed HAV

Merck VAQTA Hepatitis A Killed HAV

Merck VARIVAX Varicella Live attenuated VZV 
strain Oka/Merck

Merck ZOSTAVAX Varicella Live attenuated VZV 
strain Oka/Merck

Sanofi Pasteur IMOVAX RABIES Rabies Killed RABV strain 
PM/WI38 1503-3M

WI-38 Merck M-M-R II Measles, mumps,  
and rubella

Live attenuated 
rubella virus strain 
Wistar RA 27/e

Teva  
Pharmaceuticals

Adenovirus 
Type 4  
and Type 7 
Vaccine, Live, 
Oral

Acute respiratory 
disease

Live, not-attenuated 
HAdV-4 and HAdV-7

Vero Glaxo Smith Kline PEDIARIX Poliomyelitis Killed Polio virus 
strains Mahoney, 
MEF-1, and Saukett

Glaxo Smith Kline Rotarix Rotavirus  
gastroenteritis

Live attenuated 
human rotavirus 
strain G1P[8]

Intercell Biomedical IXIARO Japanese  
encephalitis

Partially purified 
killed JEV strain 
SA14-14-2

Merck, USA RotaTeq Rotavirus  
gastroenteritis

5 live reassortant 
rotaviruses

Sanofi Pasteur ACAM2000 Smallpox disease Vaccinia virus strain 
Dryvax

Sanofi Pasteur IPOL Poliomyelitis Killed Polio virus 
strains Mahoney, 
MEF-1, and Saukett

Sanofi Pasteur VERORAB Rabies Killed RABV strain 
PM/WI38 1503-3M

MDCK Novartis OPTAFLU Influenza Killed influenza A and 
B viruses

Sanofi Pasteur) obtained one ampoule of the CCL-81 and prepared a primary cell bank 
(passage 129) and 7 working cell banks. One of the working cell banks (called LS-7) is 
at passage 137 and was tested according to the WHO Technical Report Series number 
745 that was published in 1987 [41-43]. Vero cells at the low passage level used for 



 

68   2 Cell Lines

vaccine production are not tumorigenic but evolve the capacity to form progressing 
nodules and metastases in immunodepressed newborn rats with increasing passage 
levels [41]. The 10-87 Vero Reference Cell Bank (RCB) of the WHO is at passage level 
134 [44] and related to the cell bank of the Mérieux Institute. Ampoules from the 10-87 
RCB are distributed for generation of master cell banks and working cell banks for 
the production of vaccines. However, the 10-87 RCB is nearing depletion and may be 
replaced with a bank derived from the CCL-81 at the ATCC to obtain a cell bank with 
lowest possible passage level [45].

The MDCK cell line was established from primary kidney cells of an apparently 
healthy adult cocker spaniel by Madin and Darby in 1958. There appears to be no pub-
lished record for derivation and for the first 49 passages of this cell line [46-48]. There 
also appears to be some confusion as to the sex of the donor animal that some pub-
lications list as female and others as male, and as to the actual strains that are being 
used in studies on epithelial junctions and cell polarity for which MDCK is especially 
suitable [47]. It was discovered quite early that MDCK cells are highly permissive for 
different strains of influenza A viruses [49]. Because they are also suitable for biore-
actor processes, several companies have applied for regulatory approval to produce 
influenza A vaccines in MDCK. The first such approval was granted for production of 
a trivalent subunit vaccine in 2007 [50, 51].

BHK21 cells were derived from primary Syrian hamster kidney cell cultures pre-
pared in March 1961 [52, 53]. The cells that lead to BHK21 were from 1-day-old animals 
of litter number 21. Transformation properties of polyomaviruses were investigated 
with cultures from another litter. Resistance to polyomavirus transformation was 
observed in the unrelated explants, and to test for possible secreted factors that 
mediate such a resistance, medium was transferred from the treated to the litter 21 
explants at day 41 of culture. On day 65, cells in the litter 21 culture replicated rapidly. 
However, spontaneous rather than induced immortalization is the most likely expla-
nation for this phenomenon as BHK21 cells had never “been knowingly exposed to 
polyoma virus during their propagation, and derivatives have since been shown to 
lack the polyoma specific cell antigen” [53]. Although BHK cells are highly permissive 
for a wide spectrum of viruses and are frequently used in research on investigational 
vaccines (for example, [54, 55] no licensed human vaccine is being produced on this 
cell line.

Contrasting with BHK, the Chinese hamster ovary (CHO) cell line, derived from 
an inbred (captive) female Chinese hamster [56] is surprisingly refractory against 
productive infection with various viruses [57-59] and not recognized as substrate for 
replication of vaccine viruses. However, this cell line is central to the developments in 
genetic engineering [60] that may have also facilitated regulatory changes in vaccine 
production. Continuous cell lines were introduced into this field in preparation for 
clinical trials for tissue plasminogen activator in 1984. One reason is that some recom-
binant proteins are not processed correctly in Escherichia coli and other prokaryotic 
cells. For such biologicals eukaryotic cell lines are required that can be transfected for 
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stable integration and maintenance of foreign genes. The most versatile cell line for 
these purposes appears to be the CHO cell line, a continuous cell line with capacity 
to produce tumors in nude mice and that furthermore releases particles from endog-
enous proviruses. Improved procedures for tracking and documentation of raw mate-
rials, and new methods for purification and filtration to remove mycoplasma and 
other contaminants, eased concerns about the use of these therapeutics in humans. 
The first recombinant biological derived from a continuous eukaryotic cell line was 
licensed in 1986 [60].

2.3.2.7 Designed Immortalization and Designer Cell Lines
Because both, natural tumors and continuous cell lines, are often aneuploid, one par-
amount concern is that a transforming factor may be carried together with the vaccine 
into the recipient. If the underlying reason for aneuploidy or immortalization would 
be known, the potency of transforming factors that may copurify with a vaccine could 
be better assessed. With increasing knowledge about the involved biochemical path-
ways, experimentally induced cell immortalization has become accessible to more 
precise manipulation. One hypothesis of such an approach is that if constitutive 
activation of the cell cycle initiates prior to the crisis induced by telomere erosion, 
genomic instability may still induce a number of unrelated mutations but selective 
pressures towards the neoplastic phenotype are relaxed. The initial immortalizing 
event may thus have already cleared (and thereby possibly determined) one path for 
further evolution of the cell line so that activation of multiple and uncharacterized 
oncogenes may not occur anymore (see also Chapter 2.1).

To differentiate cell lines that are derived from such procedures from cell lines 
that have been immortalized with chemical mutagens or radiation they are some-
times referred to as designer cell lines. The advantage of designer cell lines is that the 
oncogenic potential of host cell derived DNA, that may contaminate a vaccine, can 
be described with greater confidence. This property can be beneficial in defined risks 
considerations that are used to recommend a required degree of purifcation.

One approach to achieve designed immortalization is to express recombinant 
viral proteins in primary cells. The underlying biological principle is that turno-
ver of biosynthetic compounds (ATP, NADPH, nucleotides, amino acids and lipids) 
increases in the acute phase of a virus infection. Because the metabolic activity of an 
actively dividing cell is greater than that of a resting cell some viruses have evolved 
factors that induce the cell cycle. If such factors are expressed in a primary cell it may 
become immortalized. Well-described viral factors are the large T antigen (LT) of SV40 
[61], the E6 and E7 functional pair encoded by human papillomaviruses (HPV) [62], 
and the E1 genes of human adenoviruses [63].

A common biochemical motif of the viruses is to disrupt the association of the 
cellular pRb protein with E2F family of transcription factors. The targets of E2F pro-
teins include cyclins, cyclin-dependent kinases (CDKs), and proteins important for 
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DNA replication and repair. Because pRb is a negative regulator, liberation of E2F pro-
teins by pRb is an important step leading to S phase entry and cell cycle progression. 
Normally, pRb is predominantly controlled by Cdk4 and Cdk6. It is maintained in its 
inactive form by hyperphosphorylation through S, G2, and M phases and regains its 
tumor suppressive activity at the exit of M and entry into G1 with the help of the type 1 
protein phosphatase (PP1).

Among the small DNA tumor viruses, HPV E7 proteins bind to pRb and induce 
proteosomal degradation of the tumor suppressor via unscheduled ubiquitination 
[64]. The adenoviral E1A and the SV40 LT proteins preferentially bind to hypophos-
phorylated pRB in a fashion that displaces E2F proteins [61, 63].

However, E2F members not only cause cell cycle progression but also induce 
expression of an alternate reading frame (ARF) of the INK4a/ARF gene locus. 
Increased levels of ARF lead to increased proteolysis of MDM2. Because the ubiquitin 
ligase MDM2 marks p53 for destruction, release of E2F proteins is one of several path-
ways that lead to stabilization of p53 levels.

Increased activity of p53 following the aberrant cell cycle induction is important 
because this protein is central to events in the nucleus and in the cytoplasm that lead 
to G1 cell cycle arrest or apoptosis. For this reason the viral factors are complemented 
by an additional activity, proteins that interact with p53 to block or even usurp the 
antioncogene’s function. In HPV it is the E6 protein that induces proteolysis of p53 by 
directing a ubiquitin ligase to p53 and by sequestration of the CPB/p300 cofactor [64]. 
The E1B gene of human adenoviruses encodes two antiapoptotic proteins in overlap-
ping reading frames, 55K and 19K. The 55K protein converts p53 into a suppressor via 
binding to the chromatin and p53 nucleoprotein complexes [65]. The multifunctional 
LT antigen of SV40 mimics DNA targets of p53 to associate very stably with p53. For-
mation of the p53/LT antigen complex prevents that canonical target genes, including 
MDM2, cannot be transactivated anymore. p53 within this complex is also stabilized 
because it is not accessible for ubiquitination and degradation. However, the complex 
does interact with pRB and p300 proteins to activate genes involved in cell cycle pro-
gression [66-68].

There are several differences between tumor viruses that are associated with a 
greater degree of inducing malignancies as opposed to lower-risk viruses. For example, 
the high-risk HPV E6 protein (in addition to functions shared with adenovirus E1B 55K 
protein) appears to also induce degradation of proteins implicated in the organization 
of signaling complexes responsive to cell contact, and may interact with c-myc and 
other factors to augment telomere maintenance [64]. Furthermore, compared to E7 of 
low-risk HPV types, the E7 protein of high-risk HPV-16 has a greater affinity for pRb, 
interferes both with the regulated activity of histone deacetylases and histone acetyl 
transferases, and can directly (and independently of pRb) bind to and modulate activ-
ity of E2F1 and E2F6 [64]. Conversely, the adenovirus E1A protein appears to bridge pRb 
and p300, causing increased acetylation of pRb and thereby strengthening the inter-
action of pRb with Mdm2. In this ternary complex, p53 is not tagged for degradation 
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but also cannot function as a transactivator for transcription of cell cycle inhibitors 
anymore. This would strengthen induction of cell cycle progression by E1A. However, 
the cytoplasmic p53 still is available for induction of apoptosis via permeabilization 
of the mitochondrial outer membrane [69]. Such a chain of events may be one expla-
nation for the observation of increased proapoptotic sensitivity of E1A-positive cells 
[63] and dependence on the complementary protective functions provided by the two 
coding sequences in E1B. While E1B 55K protein alleviates p53 accumulation, the E1B 
19K protein exerts its activity as a homolog to cellular Bcl2 proteins. In this function 
19K interferes with the axis that connects release of mitochondrial proteins in adeno-
virus infected cells to caspase activation and apoptosis [70].

To investigate mechanisms underlying tumor formation induced by infection, 
early experiments with human primary cells have been performed with live viruses. 
However, in such a system the induced transformed lesions occur together with cyto-
pathic effects in the susceptible cells or persistence of recoverable infectious units [71-
74]. The HeLa cell line was an exception in that normal body cells became immortal-
ized in a tragic infection and that the causative agent, high-risk HPV 18, has suffered 
genomic deletions rendering the integrated virus noninfectious [75, 76]. It appears 
that immortalizing viral factors may have to be continuously expressed to prevent 
the cells from going into senescence or apoptosis [77]. If the viral factors could be 
expressed without associated infectious activity, immortalization could be performed 
with greater efficiency and in tissues that normally would be refractory to infec-
tion. With the development of efficient transfection methods [78-80] this hypothesis 
was successfully tested in rodent and human primary cells with the HEK 293 cell as 
one well-known result in the vaccine community [81]. The experiment was success-
ful, although efficiencies were extremely low and resulted in only two cell colonies, 
because adenoviruses contain a double-stranded DNA genome that in principle is 
infectious and does not require viral factors for activation of gene expression [82]. The 
transfected adenoviral DNA was mechanically sheared to express viral proteins in the 
cell without concomitant rescue of infectious units.

With the advent of adenoviruses equipped with heterologous expression cas-
settes as vectors for gene therapy, the significance and requirements for the producer 
cell line increased as well. The vectors were designed such that viral factors, initially 
only the E1 region, were deleted from the viral genome and had to be transcomple-
mented by the host cell. Such vectors are very safe for application in humans because 
they cannot launch a productive infection anymore while transiently expressing 
the foreign genes. The HEK 293 cell line is a highly efficient production system for 
E1-deleted adenoviruses. However, replication competent adenoviruses (RCAs) fre-
quently develop by recombination of vector and the large viral genomic fragment con-
tained in the HEK 293 cell line [83, 84]. Because RCAs pose a significant risk to vector 
recipients alternative approaches were required. In the generation of the PER.C6 cell 
line [85] this hurdle has been essentially solved with expression constructs that place 
an immortalizing E1A and E1B combination under control of distinct heterologous 
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promoters. This design helps to eliminate the overlap of nonessential sequences so 
that probability of productive recombination is significantly reduced.

Although tightly linked to the development of adenovirus-based applications, 
HEK 293 and PER.C6 are permissive for many viruses and important cell lines for 
research on a wide spectrum of indications [86-88]. Regulatory agencies are famil-
iar with this approach of obtaining designed cell lines (for example, FDA briefing 
document 3750b1_01.pdf, obtainable at http://www.fda.gov/ohrms/dockets/ac/01/
briefing/3750b1_01.pdf or by archive search at www.fda.gov). Additional cell lines, 
including one avian retrovirus-free substitute for CEF, have been generated with E1A 
and E1B to expand the available host cell spectrum and to complement the existing 
cell lines (CR.pIX and CAP) [89-92].

In summary, an increasingly wide spectrum of diverse and highly permissive 
cell lines is available for production of viral vaccines. The diversity is complemented 
by the enormous biotechnological improvements that allow cultivation and sterile 
harvesting of large volumes of infected cell suspension in chemically defined media. 
However, one concern has persisted throughout the development of all variations of 
primary to continuous cells, from the early phases of cell-based vaccine production in 
the 1940s and 1950s until today. This concern, the risk that the initial host and derived 
substrates may add potentially dangerous substances that may be transferred into 
recipients together with the vaccine preparation, will be reviewed in the next section.

2.3.3 Safety and Acceptance of Cell Substrates

The main concern associated with vaccines is the risk of transferring substances or 
adventitious agents that may induce infectious disease or cancer in the recipient. In 
this context, it is important to clearly distinguish between tumorigenicity and onco-
genicity, although there may be some overlap between the effects of oncogenic capac-
ity and contamination with certain adventitious agents.

2.3.3.1 Tumorigenicity
Tumorigenicity describes the capacity of viable cells to proliferate in the recipient. 
There appears to be no marker for this property. For example, one of the hallmarks 
of cancer is a disturbance in the karyotype but not all cell lines with aberrant karyo-
type are tumorigenic. Chromosomal abnormalities have been observed to increase 
with passage level also in diploid cell lines, including the MRC-5 [22]. With modern 
technology these changes are even more apparent and “possessing a stable karyotype 
might not be such an important characteristic as was previously thought” [149, 93]. In 
1954, however, the American Forces Epidemiological Board decided not only against 
the HeLa cell line as a substrate for production of a new vaccine against adenoviruses. 
The board further specified that live and killed vaccines should be produced only on 
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“normal” cells [149, 94, 95] without any subpassaging. This strict definition excluded 
also the diploid cell lines such as WI-38 that today are known not to be tumorigenic.

For current vaccine substrates, tumorigenicity is determined experimentally in 
appropriate animal models. To increase sensitivity of the assay the cytotoxic T lym-
phocyte activity of the test animals is impaired to avoid an immunological reaction 
against the usually noncognate cell line. Accepted test animals include neonatal mice 
or rats treated with antithymocyte serum and Nu/Nu genotype adult nude mice. For 
certain veterinary vaccines that are intended for animals for human consumption 
the tumorigenicity in the target animal (such as chicken) may also be determined. 
Important parameters of the assay includes the number of inoculated cells per animal 
required so that nodules can be detected, the observation period, whether nodules 
grow progressively or not, and whether nodules are established also distant from the 
inoculation site. Cell lines that produce nodules that fail to grow progressively, or 
below a threshold of at least 2 out of 10 animals, may be considered not to be tumo-
rigenic.

Tumorigenicity is not a distinct property but is evident in varying degrees. For 
example, HEK 293 is a weakly tumorigenic cell line that produces tumors only at a 
dose of 107 cells per animal. The MDCK cell line is associated with a variable tumori-
genic phenotype [48]. An MDCK cell strain adapted to proliferation in suspension may 
form tumors in athymic nude mice already at a dose of 10 cells per animal whereas a 
strain of MDCK that still grows in adherence and exhibits contact inhibition is positive 
only if at least 105 cells are in inoculated per animal. The Vero cell line acquires the 
capacity to form tumors starting with a passage level of 140 to 250, depending on prior 
cultivation intervals [96].

Cytopathic effect and vaccine production processes are expected to be highly 
effective in removing all viable cells from injectible vaccine preparations (for 
example, page 19 of the Solvay Pharmaceuticals briefing document for the Vaccines 
and Related Biological Products Advisory Committee (VRBPAC), November 2005, 
obtainable at http://www.fda.gov/ohrms/dockets/ac/05/briefing/5-4188B1_19a.pdf). 
For this reason the tumorigenic risk in a final vaccine should be extremely remote.

2.3.3.2 Oncogenicity
Oncogenicity describes the capacity of acellular components in a vaccine to induce 
tumors in the recipient. Transfer of oncogenic potential does not require intact cells 
and is more difficult to assess than tumorigenic potential. The risk is usually consid-
ered to be associated with residual host cell-derived DNA that may encode oncogenes 
or allow expression of infectious oncoviruses. Oncogenic potential in coding or regu-
latory cellular RNA or protein complexes within a cell lysate is a formal possibility. 
However, the inadvertent presence of these agents is probably too transient to carry 
a cell through the multiple stages that are postulated to be important for induction 
of tumors [36]. Oncogenic infectious particles capable of self-replication within a cell 
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(such as SV40 in primary monkey kidney cultures) are often discussed in the context 
of adventitious agents rather than oncogenic potential of a cell substrate.

Today, the admissible level of host cell-derived DNA is 10 ng per dose of parenteral 
vaccine that is being produced on a continuous cell line [97]. This value also applies 
to the Vero cell line that is not tumorigenic at the passage level used for vaccine pro-
duction. However, because Vero is an aneuploid continuous cell line a limit of less 
than 10 ng DNA per vaccine dose applies for such preparations as well [44].

The requirement for less than 10 ng of DNA derived from a continuous host cell 
appears to be high compared to the early threshold that in 1986 allowed only 100 
pg of DNA, but it is low compared to the 75 to 450 µg of DNA contained in each unit 
of transfused blood. The current value was derived by defined risk calculations that 
estimate the probability for an oncogene to be encoded in a given segment of DNA 
in relation to the size of the host’s genome and mass of DNA being transferred. With 
such a formula a transformational event is expected once in 109 recipients if 1 ng of 
cellular DNA containing 100 copies of an activated oncogene would be transferred. 
The calculation can be further refined by incorporating enzymatic fragmentation of 
the DNA to below 1,000 bp [98]. The results are expected to overestimate the risk of 
transferring oncogenic activity. For example, biological activity is further reduced if 
β-propiolactone is used in the production of killed vaccines [97], and human cells 
appear not to incorporate injected DNA as efficiently as the rodent test animals [99]. 
Consistent with the theoretical considerations, no tumors were observed in a longitu-
dinal study with monkeys that were injected with up to 1,000 µg of DNA derived from 
the continuous human PER.C6 cell line [100].

While improved purification is one important approach to reducing the risk of 
adverse events, the choice of immortalizing transgenes for designer cell substrates 
may further contribute to the safety of vaccine production processes. For E1-positive 
cell lines [81, 85, 89, 90] several beneficial properties combine: Human adenovi-
ruses are both endemic and pandemic pathogens responsible for 2 to 7 % of upper 
respiratory infections in children. Although they have also the capacity to cause 
severe disease especially in immunocompromized patients [101] they are not asso-
ciated with human tumors [63]. Because the E1A protein, the immortalizing agent, 
sensitizes cells for apoptotic stimuli and suppresses proliferation of some tumors [63, 
102], virotherapy [103] and E1A gene therapy is investigated as therapeutic option for 
cancer patients [102, 104, 105]. Finally, activation of proapoptotic pathways caused 
by E1A is neutralized only by coexpression expression of E1B (that by itself has no 
oncogenic functions), necessitating two concurrent transfers of contaminating E1A 
and E1B functions into the target cell.
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2.3.3.3 Adventitious Agents
Adventitious agents are microorgansims that are introduced inadvertently together 
with the cell substrate or during production. Contamination of diphteria antitoxin 
with Clostridium tetanii in St. Louis, USA, is one example demonstrating that adven-
titious agents have been a cause for concern well prior to the dawn of cell culture 
based preparations. This tetanus tragedy of 1901 led to the death of 13 children and 
implementation of the Biologics Control Act (or Virus-Toxin Law) that authorized the 
Hygienic Laboratory of the Public Health and Marine Hospital Service (today known 
as Center for Biologics Evaluation and Research (CBER)) to inspect and certify vaccine 
producer. Another example is the “Lübeck Disaster” in Germany that was caused by 
accidental inoculation of attenuated BCG strain with virulent Mycobacterium tuber-
culosis [106, 107]. Appropriate safety precautions were ignored with the effect that 77 
of the vaccinated 256 neonates died of tuberculosis, introduction of the BCG vaccine 
was delayed in Germany, and codification of the German Health Law was initiated.

One early example of adventitious contamination in cell culture-derived vaccines 
was caused by SV40 that was naturally present in the primary monkey cultures used 
for production of the vaccines against poliomyelitis and adenoviruses [30, 108, 109]. It 
is estimated that between 10 and almost 100 million children and thousands of army 
recruits in the USA were exposed to the contaminated vaccine between 1955 and 1963. 
That infectious SV40 appears to have survived the formalin inactivation step used 
for preparation of killed vaccines has contributed to the exposure rates. The situa-
tion is further complicated because more than one strain of SV40 may have contami-
nated the vaccines [110] and because tainted vaccines may have been administered in 
Eastern Europe until the 1980s [109].

SV40 is an oncogenic polyomavirus that can induce tumors in laboratory animals 
and that can be used to immortalize primary cells. There still is a controversial dis-
cussion on whether SV40 infection can also induce tumors in humans [30, 108, 109, 
111, 112]. Exposure and productive or abortive infection cannot be reliably determined 
because not all who were exposed to SV40 produced antibodies (although virus was 
detectable in the stool) and because antibodies induced by human polyomaviruses 
cross-react with SV40. PCR for detection of SV40 sequences in human tumors also 
yielded contradictory results. Epidemiological studies do not suggest that tumor inci-
dence may have increased because of the SV40 contamination.

One consequence of the SV40 contamination in monkey primary cells was that 
the human diploid cell line WI-38 was approved for live polio vaccine production in 
1972 although it is derived by serial passage [95]. Another consequence was gener-
ation of the Vero cell line. This cell line was initially intended as substrate for the 
investigation of the oncogenic properties of SV40 [41] but today is better known as a 
versatile and efficient host for production of various vaccines.

Another vaccine that was widely distributed due to urgent demand until a serious 
contamination was detected is the yellow fever vaccine of the 1941/1942 lots. Human 
serum was added to stabilize the live 17D vaccine strain. The serum donors were all 
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presumed healthy as the concept of a serum-associated infectious jaundice had not 
been fully developed [113]. After recognition, that serum contaminated with a trans-
missible agent (today known to be hepatitis B virus) had been used, the formula-
tion of the 17D vaccine was changed to serum-free preparations, and distribution was 
restricted to military personnel scheduled for deployment in regions with endemic 
yellow fever [114].

More recent contamination events include a calicivirus in CHO cell cultures [115] 
used for production of biologicals and probably introduced together with a nutri-
ent additive and presence of Serratia marcescens in influenza vaccine produced 
on embryonated chicken eggs [116]. The latter contamination was detected prior to 
release of the affected vaccine lots.

There are also instances where some contaminants may pose an extremely remote 
risk for recipients whereas the measurable benefit provided by the vaccine may vastly 
outweigh any concerns. Under these exceptional circumstances, especially if the 
contamination cannot be avoided with the current technology, the presence of the 
adventious agent may be accepted in a final vaccine preparation. One example are 
the endogenous retroviruses that are dispersed throughout the genome of chickens. 
Some of these proviruses can become activated during the production process and be 
expressed into secreted viral particles. The viral particles may contain reverse tran-
scriptase and activity of this enzyme can be detected in the vaccine with a sensitive 
variation of the PCR method [117]. However, there is no virological and epidemiologi-
cal indication that avian retroviruses are dangerous to humans [118]. Because pro-
duction of vaccines on primary chicken material is an extremely well characterized 
procedure for several important vaccines the WHO does not recommend changes to 
the current procedure [119]. The endogenous retroviruses cannot be bred out of the 
chicken genome but recently avian cell lines free of particle-associated reverse tran-
scriptase have been provided [90].

Another adventitious agent that currently is accepted in a live vaccine prepara-
tion are porcine circoviruses (PCV1 and PCV2) in the human rotavirus vaccine [120]. 
Signs of PCV1 and PCV2 infection can be detected worldwide in virtually all pig popu-
lations. PCV1 appears to cause no disease in pigs, PCV2 predisposes pigs to a number 
of clinical conditions and can be cause for more severe complications of postweaning 
multisystemic wasting syndrome and porcine reproductive and respiratory syndrome. 
Both types of the tiny viruses appear to be unable to infect humans. They were proba-
bly introduced into the vaccines together with trypsin isolated from porcine pancreas 
and required for cultivation of the adherent Vero cell line, the production substrate 
for virus seeds and final vaccine preparations. Rotavirus infection causes significant 
morbidity in industrialized countries and is a major cause of death in developing 
countries. The benefits of vaccination against rotavirus by far outweigh the risks and 
use of the vaccines should be continued until pure versions can be provided [121].

Finally, cell lines have also been central in descriptions of contaminations that 
later have not been found to be accurate. One example is the OPV/AIDS theory or 



 

 2.3 Cell Lines for Vaccine Production   77

“river hypothesis” that suggests that also chimpanzee primary cells may have been 
used in the production of the 1957 to 1960 experimental oral polio vaccine (OPV) that 
was investigated in Central Africa, and that this additional production substrate has 
contaminated some OPV preparations with the SIVcpz primate immunodeficiency 
virus. If this chain of events had been the case then a precursor of the group M human 
immunodeficiency virus would have had the opportunity to be iatrogenically intro-
duced into the population [122]. Careful phylogenetic analysis and search for genomic 
traces related to chimpanzees or SIVcpz strongly favor the alternative theory of mul-
tiple independent zoonotic transmissions to bush-meat hunters decades prior to the 
OPV trials [123-126].

Today, extensive regulatory dossiers suggest a number of procedures for effec-
tive screening of adventitious agents [127]. The suggested procedures are designed to 
identify a wide spectrum of known pathogens via PCR and serology in test animals. 
They are also designed to detect previously uncharacterized pathogens via assays 
such as electron microscopy, induction of cytopathic effects by cocultivation of the 
cell substrate with sentinel cell lines, and induction of disease by inoculation of cell 
lysate into embryonated eggs, suckling, and adult mice and guinea pigs.

2.3.3.4 Vaccine Controversy and Cell Lines
Ethical and political aspects also influence adoption of a cell substrate for vaccine 
production purposes. The ideal vaccine is suitable and accepted for application in 
a heterogeneous population. It is highly reactogenic so that the number of booster 
shots can be reduced for immunization of the very young, a property that may facili-
tate vaccine compliance and coverage because fewer visits to health care centers 
are required. The highly reactogenic ideal vaccine will also protect recipients with a 
weaker immune system, the elderly in the industrialized nations and those in devel-
oping countries that may be malnourished or suffer from chronic infections. At the 
same time, the ideal vaccine is very safe, essentially free of adverse events, and puri-
fied to a degree that no undesired components remain. Finally, it will be administered 
transdermally or by the mucosal route and not via injection.

These properties may not be reconciled in the near future. A negative correlation 
has already been described between very high degree of purification and reactogenic-
ity for vaccines against influenza [128]. For some applications, a combined stimu-
lation of the adaptive and innate immune pathways is required to achieve efficient 
priming of an immune response. Activation of innate immune system may be insuffi-
cient with highly purified vaccine preparations that lack cellular danger signals such 
as ruptured membranes and pathogen associated patterns such as viral genomic 
fragments and double stranded RNA. Adjuvants are being investigated as a means to 
reconstitute the “missing contamination” with a characterized component [129, 130]. 
However, the mechanism of stimulation by adjuvants is not completely understood 
and some formulations appear to be associated with actual [131, 132] and perhaps 
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perceived risks [133]. Life viruses that replicate in the host are efficient stimulators 
of immunity but they also bear the risk of reversion to the pathogenic origin or can 
be dangerous to immunocompromised recipients or contact persons [134]. Highly 
attenuated or host-restricted viral vectors may help to bridge the gap between a desire 
for highly purified and characterized vaccines and the concomitant decreased capac-
ity to stimulate cellular and innate immunity. However, with the exception of host-
restricted poxviruses (modified vaccinia virus Ankara, fowlpox virus and canarypox 
virus), the host-restricted vectors usually are recombinant viruses that depend on 
transcomplementation of structural or transactive factors by the recombinant helper 
or packaging cell line (for example [55, 85]). All summarized, effective immunization 
against targets that also require induction of cellular immunity may require research-
ers to choose between addition of adjuvant or use of a vectored vaccine. If the choice 
is on a viral vector then continuous cell lines or helper viruses may be necessary.

Another aspect of cell cultures for vaccine production concerns conflict with 
strong views in religious communities. Parents may decline vaccination of their chil-
dren for reasons that should be discussed to avoid lapses in vaccine coverage and 
subsequent outbreaks of vaccine-preventable diseases [135-138]. One concern appears 
to be that porcine and human excipients may contaminate a vaccine. This concern 
can be addressed with adjusted production processes and information that is also 
conveyed in a simplified format.

That human diploid cell lines and some designed cell lines are derived from 
tissue from aborted human fetuses is another cause for ethical concern. The dilemma 
is especially strong for parents of children that are to be vaccinated, and appears to be 
especially pronounced in Western industrialized countries. This field has been also 
the topic of extensive bioethical considerations [139, 140]. The concerns can be par-
tially alleviated by clearing a misconception about further and continuing abortions 
also for present vaccine production [139]. It may also be possible to use alternative cell 
lines of nonhuman origin [141, 142] or from sources without ethical connotations [92] 
for certain future applications to relieve vaccine scepticism.

2.3.4 Conclusion

Animal cell technology for the production of viral vaccines is an incredibly complex 
and diverse field. Many topics have not been reviewed here, including details on 
health regulatory requirements; technical aspects of improved bioreactor technolo-
gies and novel purification options; certain cell lines such as the diploid FRhL-2 cell 
line derived from the lung of a fetal rhesus monkey and used in the production of the 
(now withdrawn) RotaShield vaccine; cell lines used for the production of some vet-
erinary viral vaccines, including vaccines to protect companion animals or animals 
intended for human consumption; and the fascinating field of stem cell lines, where 
at least one (EB66) [143] is on the regulatory track for approval of vaccine production. 
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The wide spectrum of and possible designs for helper and packaging cell lines for 
production of host-restricted vectors has only been briefly visited in discussion of the 
HEK 293 and PER.C6 cell lines.

Vaccines are one of the most efficacious and effective health interventions avail-
able [144]. Among the remaining challenges are, that yet safer vaccines need to be 
developed and that risks and benefits need to be communicated more effectively. 
For example, some adverse reactions that merely reflect the desired activation of the 
immune system may never be controlled. Regulatory assessment will be facilitated 
and adoption of vaccines among health care providers and the recipients may be 
improved if the knowledge about a vaccine preparation could be further expanded. 
A complete characterization would include the biochemical properties and require-
ments of the cell lines used in vaccine production and the genetic composition of the 
vaccine strains adapted to that substrate and that may evolve within the few gen-
erations required to provide a final product. Advanced technologies such as deep 
sequencing are expected to contribute to such a level of detail [145].

A new challenge in animal cell technology is to provide some of the novel recom-
binant viruses that have been developed as therapeutic vaccines against certain 
cancers and chronic infectious diseases [146, 147]. Attenuated viruses are stimulators 
also of cellular immunity but their tropism, efficacy, and sensitivity to preexisting 
immunity varies. Furthermore, for safety reasons they should be host-restricted in a 
way that prevents replication in the intended recipient, including immunocompro-
mised patients. This can be accomplished by adaptation of the vaccine strain to novel 
cell lines unrelated to the natural host or by recombinant technologies where essen-
tial transcomplementing factors are provided by the producer cell line but cannot 
be found in the recipient. This increase in vaccine diversity and process demands 
will require improved and novel approaches for the provision of a wide spectrum of 
suitable and acceptable cell lines, biochemical and recombinant manipulations of 
host cells, and biotechnological advances for production and purification. It does not 
require prescience to predict exciting times for all those who are working in this field.
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2.4  Cell Line Monitoring: Molecular Cytogenetic Characterization

Roderick A. F. MacLeod and Hans G. Drexler

2.4.1 Background

Although the total number of continuous cell lines established has yet to be counted 
accurately, by extrapolating from one well documented subgroup – human leukemia-
lymphoma, where some 1,500 cell lines have been described [1, 2] – a grand total 
in the order of 104 is reached. It follows that today the life sciences would look very 
different if a resource of this magnitude were no longer available. Cancer cell lines 
permit preclinical investigations to be performed in the absence of contaminating 
normal cells, while production cell lines, such as Chinese hamster ovary (CHO), 
provide a platform for expressing recombinant proteins which is acceptable to regu-
latory agencies worldwide. It is scarcely imaginable to conceive biomedicine without 
the resource and bedrock of knowledge provided by cell lines, whether serving as 
protein factories, oncogenomic resources, or disease models enabling worldwide 
experimental replication and data accrual. Cell lines cover many species, tissues and, 
in humans, most main types of tumors. Yet, despite this seeming cornucopia, several 
cancers and their subtypes – including common and biologically important entities – 
are unrepresented by cell lines [3].

More than any other single technique, cytogenetic analysis has come to play 
a central role in characterizing and authenticating cell lines. Cytogenetics informs 
species of origin, state of neoplastic transformation, and identity. While biochemi-
cal methods necessarily yield homogeneous data covering whole cell populations, 
cytogenetics in common with other microscopic techniques enables observations to 
be performed on individual cells, thus allowing cell-to-cell differences to be discerned. 
This is a key asset, given that heterogeneity both in normal and tumor cell popu-
lations has become an emerging issue. The classical cytogenetic karyogram (Figure 
2.4.1a) presents both, a genomic picture of an individual cell and a portal to whole 
genome sequencing data. Karyotypes provide the same information in a written sym-
bolic notation systematized by rules laid down by an international convention which 
is continually updated to take technical and scientific advances into account [4]. 
For both, tumor and production cell lines, at least karyotypes are effectively unique 
and thus constitute descriptors independent of DNA profiles. For those working with 
animal cell lines, cytogenetics provides a rapid means of verifying identity from their 
species of origin since the chromosome morphologies of most species represented by 
cell lines are readily distinguishable by those with a modicum of experience.

Cytogenetics has been widely applied to the identification and characterization 
of cell lines, notably those of tumor origin, almost right from their inception in the 
second half of the last century. The first major breakthrough in cytogenetics, identi-
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fication of the human chromosome number at 46, was made in the mid 1950s shortly 
after the establishment of the first human cell line HeLa [5]. This was followed by 
the first clue that a specific chromosomal alteration, the Philadelphia chromosome, 
was closely associated with a specific type of cancer, chronic myeloid leukemia [6]. 
This rearrangement was resolved to a reciprocal translocation between chromo-
somes 9 (band q34) and 22 (band q11) following the introduction of chromosome 
banding techniques, chiefly: Q(uinacrine)-banding [7], C(entromere)-banding [8], 
and G(iemsa)-banding [9] – the last still widely used, albeit in simplified form [10]. 
Cytogenetic studies performed on cell lines also first revealed the bugbear of cross-
contamination [11].

Molecular cytogenetics bridges the physical and conceptual gap between cells 
and molecules and owes its widespread popularity to informational and clone 
resources provided in the wake of the various genome-sequencing projects. The col-
laboration between molecular cytogenetics and array-based gene expression profil-
ing has proved particularly fruitful when characterizing cell lines.

In the following assessment of cytogenetics for characterizing cell lines, a brief 
description of the techniques used will be followed by how these may be applied to 
address current challenges.

2.4.2 The Importance of Harvesting 

It is sometimes assumed that obtaining good cytogenetic preparations from continu-
ous cell lines must be simpler than with primary cells due to the unlimited quanti-
ties of cells on offer. Alas, this optimistic supposition is not backed up by our experi-
ence. Unlike the primary cells normally harvested for cytogenetic diagnosis, notably 
white blood cells, epidermis, and chorionic villus, human and animal cell lines derive 
from a plethora of cell types and developmental stages each displaying idiosyncratic 
responses to culture and cytogenetic harvesting conditions. Population doubling time 
is a key characteristic of cells in culture. While for the ubiquitous and well-trained 
CHO cells this time may be as short as 12 h, most human cell lines have population 
doubling times of 24 h or more. Indeed, some need a week or more to double, a factor 
hampering cytogenetic harvest. Because mammalian cells transit rather quickly 
(approx. 30 to 60 min) through the mitotic metaphase when chromosomes are visible, 
it is necessary to enrich the dividing fraction with arrest enforced by the mitotic 
poison, colcemid.

To maximize the chances of obtaining optimal chromosome preparations from 
uncooperative cell lines, we have adopted an evidence based trial-and-error approach 
which starts by exposing new candidate cell lines to a standard variety of hypotonic 
buffers, noting their effectiveness according to 3 criteria, mitotic frequency, spreading, 
and chromosomal quality. If unsuccessful, this information may be used to assess the 
extent to which alternative hypotonic regimes, imposed by varying buffers, strengths, 
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temperatures, etc., lead to significant improvement. Following hypotonic treatment, 
cells are fixed in methanol/acetic acid, and preparations assessed microscopically 
under phase contrast. A detailed account is given in [12]. Once successfully harvested, 
metaphase chromosome preparations may be cryoconserved for future use: either in 
the form of microscope slides (at –80 °C), or as cell suspensions in fixative (at –25 °C).

2.4.3 G-banding

G-banding (for details see [12]), though a classical method, is the essential first stage 
needed to plan additional molecular investigations and to assist their interpretation. 
For G-banding, slides must be first aged by heat treatment, either at 90 °C for 1 to 2 h, 
or overnight at 60 °C. After short immersion in trypsin solution, slides are stained in 
buffered Giemsa solution for bright-field analysis at the highest possible magnifica-
tion (with a 63 to 100 x objective). For general analysis, about 300 bands per haploid 
genome are sufficient, and, while for clinical analysis of genetic defects higher resolu-
tions (500 to 1,000 bands) are needed, nowadays this application really demands par-
allel array comparative genomic hybridization (discussed below) which is far more 
sensitive for detecting minute copy number alterations. Karyotyping is performed 
using on-screen image analysis to produce a standardized karyogram showing any 
chromosomal alterations present arranged numerically (Figure 2.4.1a). However, for 
cryptic rearrangements, formed by translocations involving morphologically similar 
segments from different chromosomes, and complex rearrangements, it is necessary 
to resort to fluorescence in situ hybridization (FISH) based methods (see below).

2.4.4 Telling Species Apart 

Unbanded metaphase chromosomes may be used as substrates for banding studies 
or FISH, or used directly for rapid species verification. After training, nonspecial-
ist operators can quickly recognize whether chromosomes are consistent with sup-
posed species-of-origin, most often encountered among cell lines in common circu-
lation, namely, Chinese hamster (Figure 2.4.1b), human, mouse (Figure 2.4.1c), and 
rat. Indeed a “quick and dirty” cytogenetic analysis may be performed within a few 
hours enabling rapid detection of cross-contaminations involving most species repre-
sented as cell lines. In such cases chromosome morphologies provide strong clues to 
species of origin. Thus for example, human chromosomes are generally (numbers 6-12 
and X) middle-sized submetacentrics (centromeres lying away from the middle) but 
include two larger (1 and 3) and two smaller (19 and 20) metacentrics (centromeres 
located near the middle), together with 5 acrocentric (centromeres located near the 
ends) pairs (13-15, 21, 22) depicted in Figure 2.4.1a (upper panel). Hamster chromo-
some complements are fewer than in man and require G-banding for positive discrim-



 

90   2 Cell Lines

ination from the former (Figure 2.4.1b). Mouse chromosomes, on the other hand, are 
uniformly telocentric (Figure 2.4.1c), except where these undergo centric fusion. Of 
course, cell lines, notably those from cancer patients or transformed in vitro by viral 
immortalization (Figure 2.4.2a), often carry multiple chromosomal rearrangements, 
which may blur discrimination in extreme cases.

2.4.5 Fluorescence in situ Hybridization (FISH)

A major technical advance was the advent of FISH (for details see [13]) during the 
1990s [14, 15]. This widely used technique both informs chromosomal content and 
enables the gene targets of cancer rearrangements to be identified. FISH exploits the 
stability and specificity of DNA-DNA hybrids formed after exposure of chromosomes 
to homologous DNA under renaturing conditions, and utilizes nonisotopically labeled 
deoxynucleotides and a straightforward method for their efficient incorporation into 

Figure 2.4.1: Cytogenetic analysis. Trypsin 
G-banding of human a), Chinese hamster 
b), and mouse c) chromosomes. Note dense 
centromeres and telocentric organization of 
mouse chromosomes, while human and hamster 
chromosomes have variable centromeric indices 
combined with less contrasting banding. The 
chromosomes of acute myeloid leukemia cell 
line OCI-AML-1 (upper) and anaplastic large cell 
lymphoma cell line MAC-2A are organized into 
karyograms. Note absence of visible rearran-
gements, unusual in tumor cells, in OCI-AML-1, 
while MAC-2A carries 7 rearranged chromoso-
mes (arrows).
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DNA by nick translation. These advances prompted the commercial development of 
chromosome library (“painting”) probes, specific for each of the 24 different human 
chromosomes. Pairwise or three-way combinations of painting probes together with 
counterstaining the remaining chromosomes is used to resolve chromosome translo-
cations in combination with G-banding (Figure 2.4.2b).

For more complex genomes found in cell lines, such as those of tumor origin, 
m(ultiplex)-FISH and spectral karyotyping (SKY) are ideal [16]. To tackle the problem 

Figure 2.4.2: FISH-based analysis. a) FISH analysis of a cell line (KK-1) from 
a patient with T cell leukemia with a plasmid encoding the HTLV-I genome. 
Images (left and right) show multiple virus insertions in the same homologs 
implying stability in vitro. Plasmid DNA was labelled with Cy3-dUTP. G-banding 
was generated electronically by reversal of DAPI staining. b) FISH analysis by 
chromosome painting to reveal multiple rearrangements of chromosome 9 in a 
diffuse large B cell lymphoma (DLBCL) cell line GRANTA-452. c) Breakpoint ana-
lysis of BCL2 with BAC clones in another DLBCL cell line OCI-LY-18. Note multiple 
rearrangements of BCL2 associated with activational translocation to IGH locus 
on chromosome 14 (arrow). 
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of distinguishing complex chromosomal rearrangements comprised of 24 different 
homologs in cell lines, given the availability of 6 or 7 reliably separable colors, both 
methods employ a grid of 24 unique color mixtures which are distinguished either by 
band-pass filters (m-FISH) or via an interferometer and Fourier transformation (SKY). 
While neither method allows unambiguous color separation, that of SKY has proved 
the more robust.

Figure 2.4.2: FISH-based analysis. d) Shows fiber FISH analysis of the junction 
region of fusion between TLX3 (green) and BCL11B (red) genes in a T cell acute 
lymphoblastic leukemia (T-ALL) cell line, DND-41, effected by t(5;14)(q35;q32). 
All our detailed knowledge about the configuration of t(5;14) rearrangements, 
which seem to arise by microinsertion, is based on experiments performed on 
T-ALL cell lines. e) SKY analysis of an acute promyelocytic leukemia cell line 
AP-1060. Note t(15;17)(q22;q21) which is typical of this entity (arrows). SKY 
image shows raw (left) and processed (right) images of each chromosomal 
homolog.
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In the wake of the Human Genome Project (HGP) sequence mapped large insert 
clones, notably fosmid (approx. 40 kb) and bacterial artificial chromosome (BAC) 
clones (approx. 50 to 300 kb), were made commercially available. This resource 
enables genes targeted by chromosomal rearrangements in cell lines to be identified 
using first BACs, then fosmids, to identify flanking or straddling clones. Hence, FISH-
using mapped clones bridges the gap between microscopic and molecular biological 
worlds. And while single locus probes may also be purchased commercially, those 
wishing to investigate new genetic or neoplastic diseases using cell lines may prefer 
their own “tailor-made” probes fine-tuned to specific breakpoints (Figure 2.4.2c). 
The highest FISH resolutions are obtained by the more challenging method known 
as “fiber FISH” whereby DNA from cell lines is released onto slides for hybridization 
(Figure 2.4.2d). Using this methodology it was possible to demonstrate that t(5;14)
(q35;q32) rearrangements in T cell acute lymphoblastic leukemia (T-ALL) operate to 
produce microinsertions rather than classical translocations, probably occasioned 
by the need to avoid disrupting a powerful enhancer region present in the distal 
3´-BCL11B region [17].

BAC clones used to prepare these probes contain repeat sequences which require 
suppression by prehybridization with unlabeled Cot-1 DNA. The posthybridization 

Figure 2.4.2: FISH-based analysis. f) Mutated JAK2 is rendered chromosomally 
visible by selection in AML cell line HEL (left panel). Arrows show JAK2 amp-
licons in marker chromosomes. Deletion of DLEU2 present in a B cell chronic 
leukemia cell line, MEC-1 (right), is visible due to loss of the encompassing  
100 kb (green labelled bar and corresponding arrow) genomic region, while  
the contiguous genomic region (red bar and arrow) is left intact (right panel).
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stringency wash, which can be performed at either low temperatures including for-
mamide to lower the stability of the DNA double helix or at higher temperatures 
using low salt concentrations alone, is critical to success. Stringency washing allows 
the operator to balance probe signal intensity against background. The stability of 
DNA-DNA hybrids on FISH slides allows repeated cycles of stringency washing. For 
those starting with untested FISH probes, it is feasible to start off using a less strin-
gent wash, which, if yielding unacceptable background levels, can be repeated at 
higher stringencies (i.e., at lower salt concentrations). The highest stringency washes 
are performed in water alone. Regardless of the probe combination chosen, counter-
staining is usually essential. The standard chromosomal counterstain is 6-diamidino-
2-phenylindole dihydrochloride (DAPI), which yields deep blue color, most intense at 
the centromeres, notably those of chromosomes 1, 9, and 16, and in the terminal long-
arm region of the Y chromosome. DAPI generates negative G-bands, which image 
analysis programs can electronically convert into G-bands (Figure 2.4.2a).

2.4.5.1 Spectral Karyotyping (SKY) 
For analysis by SKY, 5 types of fluorescent dye, Spectrum Orange, Texas Red, Cy5, 
Spectrum Green, and Cy5.5, are used singly and in combination to yield the 24 dis-
tinct hues needed to distinguish the human chromosome complement (chromosomes 
1-22, X and Y), plus DAPI for counterstaining and reverse G-banding (Figure 2.4.2a, e). 
SKY allows simultaneous visualization of all chromosomal rearrangements present 
in a complex karyotype with a resolution approaching 1 Mb. However, analysis of 
intrachromosomal structural abnormalities, such as inversions, deletions, insertions, 
and duplications, is limited to gross changes and, hence, demands recourse to single 
locus probes flanking the breakpoint regions involved. Therefore, in order to identify 
the site of chromosomal breakage, it is usually necessary to use SKY beforehand. This 
may then be followed up with G-banding to locate the breakpoints macroscopically, 
followed by rounds of FISH using single locus probes.

2.4.5.2 Recurrent Chromosome Rearrangements 
A key aspect of cancer is the occurrence of recurrent chromosome translocations, 
e.g., (15;17)(q22;q21). This rearrangement occurs exclusively in acute promyelocytic 
leukemia (APL ) and its retention in candidate APL cell lines confirms their presump-
tive tumor origin (Figure 2.4.2e). In addition to translocations, point mutations may 
be observed cytogenetically, albeit indirectly after genomic segmental amplifica-
tion (Figure 2.4.2f, left panel) or deletion (Figure 2.4.2f, right panel). High through-
put sequencing of cancer patients and cognate cell lines have shown that activating 
mutations, e.g., in several kinase genes, are common in cancer to add to inactivat-
ing mutations in tumor suppressor genes that were already known. Mutations may 
also be introduced by viral infection or transfection. Selective pressure acting on 
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these mutations may be applied by a variety of mechanisms, whether indirect fol-
lowing tumor chemotherapy in humans or directed by selective agents present in 
the culture medium which favor the upregulation by (epi)genetic means of specific, 
often metabolic, genes. Mutations may be conceptually divided into those affecting 
untransformed versus transformed cells. Since somatic cells cease to divide after their 
Hayflick limits are reached, in all types of cell line genes both innate (e.g., CDKN2B, 
hTERT, MYC, RB, TP53) and viral in origin (e.g., EBV, HPV6/7, HTLV1, SV40) must be 
altered or introduced (Figure 2.4.2a) to maintain proliferation. Since most, if not all, 
of these genes or viruses are implicated in cancer, it is quite difficult to partition genes 
underlying cell immortalization from those of carcinogenesis. For reasons that remain 
poorly understood, gene and virus transformed cells initially acquire additional chro-
mosome rearrangements, or undergo ploidy alterations. Hence, untransformed cells 
are often (incorrectly) simply termed diploid as if this alone is a sufficient hallmark of 
normality. However, several highly tumorigenic cell lines are now known which bear 
normal karyotypes (Figure 2.4.1a, upper panel). Nevertheless, cell lines with triploid 
or tetraploid complements are almost invariably transformed.

2.4.6 Comparative Genomic Hybridization (CGH)

CGH is a cytogenetic method originally based on two-color FISH, and detects genomic 
imbalances with a resolution approximating 100 kb [18]. Briefly, contrastingly labeled 
test DNA and normal reference DNA are competitively hybridized along with cold 
competitor Cot-1 DNA (to reduce unspecific cross-hybridization) onto a normal human 
metaphase spread. The relative chromatic signal intensities at any given locus reflect 
the relative abundance of the sequences present at that locus in the 2 DNA samples. 
Using a sensitive camera, FISH imaging yields visual and quantitative graphic depic-
tions of the actual genomic copy numbers present in the original sample. Over con-
ventional FISH, CGH confers one great advantage: it is largely independent of sample 
quality enabling direct quantitative evaluation of intractable samples.

The method termed, a(rray) CGH is a derivate of the foregoing technique. aCGH 
is continually evolving and now provides detailed precise copy number estimates at 
a high degree of resolution [19]. Moreover, incorporation of single nucleotide poly-
morphism (SNP) probes yields valuable information on loss of heterozygosity (LOH) 
which is a feature of tumor-derived cells. aCGH relinquishes metaphase chromo-
somes in favor of defined genomic segments as targets. Instead, absolute signal ratios 
are calculated using pooled human DNAs as reference to control for copy number 
polymorphisms (Figure 2.4.3a, b). Genomic segments derived from tiling arrays are 
spotted at random (to control field effects) onto glass slides. At first, arrays were com-
prised of DNA from whole large insert clones, notably golden path BACs. Nowadays, 
oligonucleotide-based arrays are often used, based on oligomer SNP probes (reviewed 
in [20, 21]).
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Figure 2.4.3: Array CGH. a) Copy number alterations and loss of hetero-
zygosity in sister T cell lymphoma cell lines visualized using an Affymetrix 
array (50K). Arrows show amplification of MAC-1 (red), MAC-2A (blue), and 
both cell lines (black). Congruence of XbaI and HindIII restriction enzyme 
digests serves to validate data. Note copy number increase affecting 
whole short arm region of chromosome 2 in MAC-2A undetected in the 
XbaI digest but confirmed by parallel SKY analysis (white arrow shows 
translocation involving chromosome 15). b) Amplification of the JAK2 
region in a Hodgkin lymphoma cell line (HDLM-2). Upper figure shows 
analysis via Affymetrix SNP6 (http://www.sanger.ac.uk/cgi-bin/genetics/
CGP/cghviewer/CghHome.cgi), while lower figure shows FISH analysis 
of JAK2 (red/green) combined with a ribosomal RNA gene clone (orange). 
Although JAK2 amplification is evident using both methods, detecting the 
rRNA amplification (and rearrangement) is currently only feasible using 
FISH due to the high levels of repeat DNA present which resist sequence 
based analysis.
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Useful in its own right, or in combination with cytogenetic or transcriptional 
microarray data, aCGH measurements yield global genomic high-resolution quanti-
fication of copy number alterations which enable small deletions or amplifications 
to be detected (Figure 2.4.3b). Genomic microarrays vary widely in density which may 
be tailored to investigators’ specific needs, whether single locus or genome wide. By 
including SNP probes in the array, it is also possible to detect regions undergoing 
LOH. Since both copy number variations and LOH play critical roles in gene dysregu-
lation and cancer, aCGH has become an essential implement in the oncogenomics 
“batterie de cuisine”. Thanks to their greater sensitivities, high density arrays which 
combine SNP and copy-number tags enable detection of genetic heterogeneity, since 
cryptic subclones serve to modify allelic representation. By combining aCGH with 
cytogenetic data, it is possible to circumvent its main deficiency – its blindness to 
balanced chromosome rearrangements. Since certain polymorphisms may be patho-
logically significant, provision of these data alone may be useful. aCGH has revolu-
tionized our picture of the genome which we must now consider a much more fluid 
entity scattered with regions of variable copy number than hitherto realized. As for 
chromosome translocations, application of high-density arrays shows that textbook-
balanced exchange of genomic material may now turn out the exception rather than 
the rule. That aside, the corresponding gains in resolution conferred by high density 
arrays are offset by the increased risk of false positive associations. In oncogenomics 
precise mapping of chromosomal breakpoints using tiling arrays is now feasible for 
unbalanced rearrangements [21].

2.4.7 Mutations and Aneuploidy 

Gains or losses of single chromosomes (aneuploidy) may occur sporadically in non-
transformed cells (often associated with ageing). This tendency is offset by that of 
homogenization due to subclonal selection (see below). Mutations may serve to 
silence genes inimical to cell proliferation or favoring apoptosis (tumor suppressor 
genes), or, on the other hand, to activate genes favoring cell growth and division. 
These mutations fall into two categories: the widespread and unspecific, e.g., those 
affecting loss of the TP53 gene, or those specific to narrowly defined entities, e.g., acti-
vation of MYCN. Both types of aberration are stably maintained in cell lines derived 
from the entities involved, again confirming their fitness as models.

2.4.8 Authentication and Cross-contamination 

Cell line identification has emerged in recent years as a key issue. About 17 % so-
called “new” cell lines supplied to the DSMZ repository by their “originators” turned 
out after cytogenetic investigation to bear untoward similarities to older classic cell 



 

98   2 Cell Lines

lines, raising the specter of cross-contamination. In almost all cases, this supposition 
was confirmed by DNA profiling [22, 23]. The current method of choice for cell line 
authentication, “short tandem repeat” (STR) profiling, which is discussed in detail 
in the next section, provides positive cell line authentication only in the minority 
of cases where parallel donor profiling data are also available. For most cell lines, 
authenticity rests on the “uniqueness” of their STR profiles, leaving the possibility 
that their supposed identities may be claimed one day by even older “dormant” cell 
lines open. Moreover, many STR cell line profiles undercut the 80 % similarity bar due 
to LOH and the microsatellite instability of certain cancers (as discussed in the next 
section). This is where cytogenetics can come to the rescue, at least where karyotypic 
data have been published, since most cell line karyotypes are effectively unique. That 
of the anaplastic large cell lymphoma cell line MAC-2A (Figure 2.4.1a, lower panel), 
although closely related to those of its sister cell lines MAC-1 and MAC-2B, is still 
readily distinguishable from its siblings [24].

2.4.9 The Stability Question 

The extent to which mutations found in cell lines occur during in vitro culture is a 
matter of ongoing debate. Indeed, there may be no general law. To settle this vexed 
question there have been, alas, vanishingly few longitudinal studies reported which 
chart the appearance of gene alterations from primary tissue/tumor through early 
and late passage cell lines using cloned material to exclude the emergence of weak or 
dormant clones. Whatever the case, once immortalized cell lines despite high levels 
of chromosomal rearrangement are usually remarkably stable: thus, the chromo-
somal signatures of HeLa cells, now in its 7th decade and K-562 well into its 40s, are 
instantly recognizable, regardless of history or provenance. A recent whole genome 
sequencing study, which addressed the question at the molecular level in 10 HeLa 
subclones, concluded that, despite in vitro culture over 6 decades, single nucleotide 
differences were minor and that while genomic differences were present these were 
mainly early events, such as might have occurred during establishment [25]. Another 
recent genomic resequencing study has compared seven CHO cell lines derived from 
the CHO-K1, CHO-S, and DG44 lineages with primary cells from animals taken from 
the donor colony. This study, in contrast to that on HeLa, uncovered substantial differ-
ences which the authors attributed to the various mutagenic and selection treatments 
to which production cells are subjected unlike cancer cell lines, say [26]. Notwith-
standing evidence to the contrary, whenever genomic discrepancies between cultures 
of the same cell line in different places or at different times do arise, these are all too 
often attributed to “genomic instability” when other mechanisms may be responsible, 
such as cross-contamination or genomic heterogeneity as discussed next.
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2.4.10 Genetic Heterogeneity

Genetic heterogeneity has recently emerged as a major contributor to cell-to-cell vari-
ation within both primary tumors and derived cell lines. Thus, for example, it has 
been reported that in a brain tumor 3 different subpopulations respectively carried 
activating mutations in receptor kinases EGFR, MET, and PDGFRA, consistent with 
independently evolving subclones acquiring diverse second or subsequent hits [27]. 
Tumor heterogeneity has also been recently observed in tumor cell lines. The cell line 
in question, U-2932, was established from a patient with diffuse large cell lymphoma 
(DLBCL) and bears distinct patterns of chromosomal rearrangement closely associ-
ated with this entity [28]. In the case of cell lines established from nonneoplastic 
tissue heterogeneity is less easy to identify. Peripheral blood lymphocytes immortal-
ized by exposure to Epstein-Barr virus (EBV) are initially polyclonal but may homog-
enize in vitro as revealed by uniform integration sites observed in the minority of 
cell lines where genomic integration occurs (MacLeod, unpublished). In the case of 
CHO, homogenization of early subclonal disparities has also been documented [26]. 
It is likely that younger cell lines retain genetic heterogeneity conservation of which 
depends on rigorous adherence to good cell culture practice, namely establishing 
separate seeding and experimental banks for each cell line, minimizing over-dilution 
which merely promotes bottlenecking selection.

2.4.11 Further Cytogenetic Applications

Cytogenetic analysis of induced chromosome breakage is sometimes used to esti-
mate radiation exposure. Similar procedures may be applied to cells in culture 
when attempting to measure the effects of radiation or clastogenicity of chemical 
or environmental agents. Both classical and FISH-based methods may be used. 
Because radiation sensitivity may vary during the cell cycle, times elapsed between 
treatment and harvesting are critical. One test, the so-called “G2 assay” used to 
identify cancer susceptibility in primary cell cultures, has also been applied to cell 
lines [29]. Direct measurement of breakage induced in cytogenetically invisible G1 
cells has been achieved by premature chromosome condensation whereby inter-
phase cells are fused to mitotic cells by exposure to polyethylene glycol or Sendai 
virus [30, 31].

Finally, cytogenetic analysis is normally required to monitor pluripotent stem cell 
lines in which the question of stability in vitro has yet to be resolved one way or the 
other. (For conflicting views see [32, 33].) Stem cell lines will of course retain genomic 
aberrations present in donor patients.
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2.4.12 Conclusion

The resource afforded by continuous cell lines has profited from the application of 
cytogenetics. Their analysis using clones provided in the wake of the Human Genome 
Project and more recently when applied to other species has illuminated the pathol-
ogy and evolution of increasing numbers of cell lines. Moreover, cytogenetics was 
instrumental in alerting to the scourge of false cell lines. Now, thanks to an effective 
purging and continual monitoring by first cytogenetics and STR profiling (see below), 
the cell line resource is now probably less affected by the presence of undetected false 
cell lines than ever before. Cytogenetics is also well-positioned to partner array-based 
analyses, both genomic using aCGH to map breakpoints and transcriptional to iden-
tify translocation targets. Finally, cytogenetic data are needed to validate deletions, 
amplifications, and translocations identified by whole genome sequencing.
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2.5  Quality Control Essentials in Human Cell Culture: 
Cell Line Cross-contamination and Microbiological 
Infections

Wilhelm G. Dirks and Cord C. Uphoff

2.5.1 Cell Line Cross-Contamination

The biomedical sciences are regularly startled by reports that many cell lines used 
in research are false and therefore not suitable in the service of any research. Con-
sequences of using cross-contaminated cell lines have been recently reported by 
Boonstra of the University Medical Center Rotterdam [1], who had asked laboratories 
from around the world to send in cell lines that had originally been established of 
certain tumors (adenocarcinomas) of the esophagus. Within a recurrently used panel 
of 13 cell lines modeling tumorigenesis of the esophagus, they found that the cell 
lines SEG-1, BIC-1, and SK-GT-5 did in reality originate from lung, stomach, and intes-
tine, respectively. Experiments including the three obviously false cell lines had led 
to eleven patents in the United States and more than 100 professional publications 
worldwide on clinical studies with patients suffering from esophageal cancer have 
been published. This case and other cross-contamination incidents are a legitimate 
reason to increase the fear for errors in respective translational research within the 
development of new therapies. Here, the waste of research funds on the basis of mis-
leading results and records due to incorrect model systems would be reason enough 
to conduct a rigorous quality control of cell lines. Since the number of false cell lines 
in circulation is unacceptably high, authentication of cell line model systems should 
be carried out prior to commencement of a project.

2.5.1.1 Resistance to Accept False Cell Lines in Case of ECV-304
When false cell lines are used as a source of basic science or to study a common cel-
lular process, there are few if any negative consequences. However, when a study 
depends on a cell line being representative of a specific genetic background, mistak-
enly using a cell line from a different background can invalidate the entire study and 
put to waste substantial investments of time and money. Originally, the first human 
endothelial cell line, ECV-304, was described by the originator as a spontaneously 
transformed cell line derived from human umbilical vein endothelial cells (HUVEC) 
of a new born Japanese female [2]. Using new PCR-based single locus fingerprint tech-
nique, the German bioresource center DSMZ discovered that this cell line is identi-
cal to T-24, a urinary bladder carcinoma cell line [3]. Since T-24 was established in 
1970 compared to 1984 for ECV-304 it was assumed that ECV-304 is the false cell line, 
which subsequently could be confirmed by the cell banks ATCC (USA), ECACC (UK), 
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RIKEN (Japan), JCRB (Japan) and KCLB (Korea). The unmasking of ECV-304 as a model 
for in vitro studies of endothelial functions has been a sensitive setback for vascular 
research and a return to the usage of freshly isolated primary HUVECs, which are dif-
ficult to isolate and of short lifespan in culture, appeared inevitable. Perhaps this is 
the reason why, despite the overwhelming facts of the nonexistence of ECV-304, some 
groups still publish studies using ECV-304 as a valuable model for the study of cel-
lular processes in the endothelium and angiogenesis [4, 5].

2.5.1.2 History of Methods for Human Cell Line Authentication 
The application of specific species markers including cell surface antigens and chro-
mosomes showed that interspecies misidentification has been even in the 1970s a 
widespread problem [6, 7]. Subsequently, it was shown that intraspecies contamina-
tion of human cell cultures was also a serious problem, which could be monitored by 
the innovation of isoenzymatic analysis [8]. After extending this approach to multiple 
polymorphic isoenzymes, the persistence of specific marker chromosomes in long-
term-passaged cell lines demonstrated the unique power of cytogenetics [9]. Based 
on the detection of chromosomal markers it was convincingly demonstrated that 
multiple cell lines under active investigations were actually derived from one source, 
namely the HeLa cell line [10]. Furthermore, wrong identities among established cell 
lines occurred at frequencies as high as 16 to 35 % in the late 1970s [11]. Recently, the 
Department of Human and Animal Cell Cultures of DSMZ could demonstrate an inci-
dence of 14 % of false human cell lines [12-14] indicating intraspecies cross-contami-
nations as a chronic problem and highlighting the badly neglected need for intensive 
quality controls regarding cell line authenticity.

Compared to polymorphic isoenzymes or marker chromosomes, a much higher 
resolution in discrimination among human cell lines was achieved using restriction 
fragment length polymorphism (RFLP) of simple repetitive sequences [15], which 
lead subsequently to the concept of “DNA fingerprinting” [16]. The principle of the 
method is based on the phenomenon that genomes of higher organisms harbor many 
variable number of tandem repeat (VNTR) regions, which show multiallelic variation 
among individuals [17]. Sequence analysis demonstrated that the structural basis for 
polymorphism of these regions is the presence of tandem-repetitive, nearly identical 
DNA elements, which are inherited in a Mendelian way. Depending on the length of 
the repeats, VNTRs are classified into minisatellites consisting of 9 to > 70 bp core 
sequences and microsatellites which include all short tandem repeats (STRs) with 
core sizes from 1 to 6 bp. STR typing of tetrameric repeats is meanwhile the gold stand-
ard and an international reference technique for authentication of human cell lines 
[18].
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2.5.1.3 STR DNA Profiling as a Global Standard in Human Cell Line Authentication
A more informative but also more complex technique for authentication of human cell 
lines is based on STR DNA typing. The multi allelic variation of the sequences is so 
great that combination of a few loci allows distinguishing individuals except identical 
twins. A STR is a microsatellite, consisting of a unit of 2 to 7 nucleotides repeated gen-
erally 10 to 40 fold in a head to tail orientation on the DNA strand. This method differs 
from restriction fragment length polymorphism analysis (RFLP) since STR analysis 
does not cut the DNA with restriction enzymes. STR analysis measures the exact 
number of repeating units by using fluorescence primers in a PCR (polymerase chain 
reaction) to amplify the respective STR loci followed by capillary electrophoresis for a 
high-resolution fragment size determination. STR analysis is therefore becoming the 
prevalent method for the DNA analyses. Masters et al. [18] have established STR based 
typing systems for cell lines, which exclude accidental identity with a probability of 
less than 1.14 × 108. It represents a robust and quick method for the generation of DNA 
profiles. In less than 8 h the uniqueness of the DNA profile can be checked and due 
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Figure 2.5.1: Configuration of STR typing technique used by major global cell banks. STR markers 
contain generally repeated sequences of 3 to 40 and 2 to 4 bases, respectively. Using fluorescent 
PCR primers annealing to unique flanking sequences of STR markers, fluorescent DNA fragments are 
produced and analysed using capillary electrophoresis. D5S818, D13S317, D7S820, D16S539, vWA, 
THO1, TPOX, and FGA, and CSF1 STR loci are presented in the respective colour of the fluorescent 
dye. Amelogenin gender identification is commonly performed in conjunction with STR typing using 
PCR products generated from the amelogenin gene that occurs on both the X- and Y-chromosome 
(209 bp and 215 bp, respectively).
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to the international standardization the STR reference databases of the DSMZ, the 
ATCC, the JCRB, and RIKEN can easily be performed [19]. Under the direction of an 
international working group made up of subject matter experts possessing relevant 
experience in DNA profiling technologies, the ATCC Standards Development Organi-
zation (SDO) has published the standardized procedure for unambiguous authentica-
tion and identification of human cell lines using STR profiling [18]. Based on the set 
of STR loci as shown in Figure 2.5.1, the major global cell banks ATCC, DSMZ, HPACC, 
JCRB, and RIKEN have built STR databases that are continuously updated.

2.5.1.4  DNA STR Typing as Quality Control in Routine Cell Culture Combined  
to an Online Tool

The quality control of cell lines in research is still a voluntary step, although cells with 
false identity can influence results of research significantly. Furthermore, the use of 
cell line models is impaired by reliance on misidentified examples representing enti-
ties with biological characteristics different from those supposed. In recent years, the 
major cell banks and a confusing number of small companies have started offering 
cell line authentications. Because the use of an official authentication service is not 
anonymous and finding false cell lines could be embarrassing for many scientists, 
DSMZ has launched an online tool for STR analysis [19].

After converting an STR profile to a table of alleles of the respective STR loci of 
a human cell line (see Table 2.5.1), the suspected identity can be proven by online 
verification of customer-made STR data sets on the homepage of the DSMZ institute 
(http://www.dsmz.de/services/services-human-and-animal-cell-lines/online-str-
analysis.html).

Registered users simply login at the online STR analysis site on the DSMZ home-
page and will be guided. Aided by simple prompts, users can input their own cell 
line STR data to retrieve best matches with authenticated cell lines listed on the 
database. Inevitably, reference profiles remain subject to revision until all com-
monly held cell lines have been STR-typed across participating repositories. At 
present, about 2,342 such cell lines have been STR-typed and are represented as 
reference sets on the database. Armed with this tool, online verification of cell line 
identity should prove a vital weapon to combat the havoc of cell line cross-contam-
ination which has dogged cancer research since inception. The combination of easy 
and rapidly generated STR profiles and their authentication by an online screen at 
the reference database constitute a major and novel progress in decreasing the use 
of false cell lines.
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Table 2.5.1: Allele organization and sizes of amplified human STR Loci. Nucleotide range and the 
number of known alleles of each STR loci are summarized. Further information is available at http://
www.cstl.nist.gov/div831/strbase. Regular fragment sizes in base pairs of alleles are printed plain, 
variant alleles are printed in italics.

Allele D5S818 D13S317 D7S820 D16S539 vWA TH01 TPOX CSF1PO Amelo-
genin

3 169

4 173 209 = X

5 164 212 266 177 220 287 215 = Y

6 114 168 216 270 181 224 291

7 118 172 220 274 185 228 295

8 122 176 224 278 189 232 299

9 126 180 228 282 193 236 303

9.3 196

10 130 184 232 286 118 197 240 307

11 134 188 236 290 122 201 244 311

12 138 192 240 294 126 205 248 315

13 142 196 244 298 130 252 319

14 146 200 248 302 134 256 323

15 150 204 252 306 138 327

16 154 142 331

17 158 146

18 150

19 154

20 158

21 162

22 166

23 170

2.5.2 Microbiological Contaminations of Cell Cultures

Microbiological contaminations are certainly the most common and aggravating 
incidents in cell culture technology. They can occur during manipulation of the cell 
cultures in consequence of unsterile handling of cell culture tools, media, or sup-
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plements. This usually leads to the contamination with airborne bacteria, yeasts, or 
fungi that rapidly overgrows the eukaryotic cells and can be detected shortly after 
introduction. On the other hand, a microbial contamination can already be present 
in the primary cells originating from infected tissue or in cell culture media and sup-
plements due to contaminated raw material [20]. Another source of infection can be 
the transmission of bacteria or viruses from one cell culture to another cell culture 
(cross-contamination). In contrast to the accidental intrusion of microorganisms in 
the laboratory the chronic residual contaminants and those arising from cross-con-
tamination are much more difficult to detect as they are often tightly connected to the 
eukaryotic cells and do not overgrow them to visible amounts. Unfortunately, until 
today no general methods exist which are suitable to detect bacterial and/or viral 
contaminations in general. Although some attempts were made to generally detect 
contaminating organisms by nucleic acid amplification procedures (e.g., highly con-
served ribosomal RNA sequences of eubacteria or degenerate-oligonucleotide primed 
PCR for DNA and RNA viruses [21]) or protein determination applying matrix-assisted 
laser desorption/ionization, time of flight (MALDI-TOF) mass spectrometry for bac-
teria and viruses [22], none of the methods are developed enough to be conveniently 
employed in cell culture technology. Thus, methods for the detection of the specific 
unwanted adventitious organisms are necessary to uncover or to exclude their pres-
ence. In this regard, it is of utmost importance to assess the probability and the conse-
quence of a contamination of a given cell culture or any compound in the cell culture 
system which cannot be sterilized both for the safety of employees handling the cell 
cultures or patients treated with cell culture products and for the reliability of experi-
mental results.

To assess the potential presence of additional organisms in a cell culture it is 
advantageous to have a well characterized and documented origin of the primary 
material. Concerning human material, it should be verified that the donor tissue is 
free of infectious diseases and animal material should preferably be explanted from 
pathogen free breeding [23]. Potentially infected material, e.g., cervix carcinoma cells 
from papillomavirus infected patients or B cells from Epstein-Barr virus (EBV) infected 
persons, should be tested for the presence and expression of the respective virus. 
Beside these relatively clear cases of infections originating from the primary material 
a few microorganisms emerged to become more or less widespread contaminants in 
cell cultures with little species or tissue specificity: the most common bacteria found 
in cell cultures are mycoplasmas, but also mycobacteria and several other bacteria 
appear once in a while undetected permanently in cell cultures [24]. To make matters 
worse, some of these bacteria penetrate the eukaryotic cells and exist intracellularly 
(e.g., Mycoplasma fermentans, Mycobacterium avium complex [25]). Furthermore, 
several strains turned out to be resistant to multiple antibiotics. Concerning viruses, 
xeno- and polytropic mouse leukemia viruses (X-/P-MLV) exhibit the highest preva-
lence in established human and animal cell cultures [26]. X-/P-MLV affect numerous 
cell types expressing the XPR1 surface protein and can – similarly to bacteria – be 
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transmitted to already established cell lines. Other virus infections usually belong to 
the primary infections. Taken together, more than 30 % of the cell lines circulating in 
the cell culture laboratories are contaminated either with mycoplasmas and/or with 
X-/P-MLV (unpublished data). In contrast to the virus infections, mycoplasmas can be 
eliminated applying antibiotics.

2.5.2.1 Mycoplasma Detection
Mycoplasmas are characterized by their lack of a rigid cell wall, the small size 
regarding morphology as well as genetic equipment, and their restricted metabolic 
capabilities. They constitute a separate bacterial class designated mollicutes. Nowa-
days, mycoplasmas are most likely transmitted to mycoplasma-free cell cultures by 
cross-contamination from an already infected culture. Thus, the most effective way 
to prevent mycoplasma contamination is to strictly adhere to the good microbiologi-
cal practices with special emphasis to cell culture. A protocol for the prevention of 
contaminations should be designed to minimize dissemination of any microbes and 
eukaryotic cells from one culture to another [27]. Additionally, one or – preferably – 
two independent methods should be established in the laboratory to test all cell cul-
tures for mycoplasma contamination at introduction into the laboratory and regularly 
during cell culturing. According to the regulations for the preparation of medicinal or 
pharmacological products from cell cultures (United States, European and Japanese 
pharmacopeia), two methods are still considered as standard methods: the microbio-
logical culture method and the indirect fluorochrome staining method. Both show 
high sensitivities, but are time consuming (almost 3 weeks and 1 week, respectively) 
and require a certain degree of experience to evaluate the results. However, the recent 
editions of the pharmacopeia also permit the application of nucleic acid amplifica-
tion testing (NAT) when the method detects verifiably at least 10 colony forming units 
(CFU) per mL. Additionally, several validation parameters need to be addressed to 
replace the standard methods: specificity, detection limit, robustness, repeatability, 
and ruggedness [28]. A number of PCR assays are described or commercially available 
which can be established in the laboratory and the sensitivity of the assay can be 
adapted to the claimed parameters.

For research laboratories, which are not directly linked to medical or pharmaco-
logic applications or product quality control with the obligatory high evaluation and 
documentation standards, the key aspects of the detection assays are reliability in 
sensitivity and specificity, rapidness and convenience. The titer of mycoplasmas in 
chronically infected cell cultures is usually high and the detection limit of an assay 
is not the crucial factor, but the detection of the diverse mycoplasma species among 
the eukaryotic cells is important. By now there are several detection assays available 
which fulfill these criteria and enables the user of cell cultures to check the active 
cultures for contamination frequently and with little effort. Although the reliabilities 
of the tests are generally very high, it is still advisable to apply two different and inde-
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pendent assays to achieve highest certainty. The most common molecular biological 
detection assays are based on the PCR technology [29] and a multitude of ready-to-use 
kits are commercially available. Several variants were described in the literature and 
can easily be established in the laboratory. The selection of a PCR method requires 
some preconditions depending on the presence of Taq-polymerase inhibitors in cell 
culture supernatants:
1) Use cell culture supernatant containing few eukaryotic cells to reduce the excess 

of eukaryotic DNA; 
2) perform a DNA extraction to get rid of most of the Taq-polymerase inhibitors; 
3) apply an internal control DNA at a limiting concentration for each sample to 

determine any loss in sensitivity; 
4) perform the necessary control reactions with positive, negative, and water control 

to avoid false positive or false negative results [30].

Additional efficient methods for the detection of mycoplasmas are DNA-RNA-hybridi-
zation with labeled (radioactively or with acridinium ester for luminometric measu-
rement) single stranded DNA probes (Mycoplasma Tissue Culture Non-Isotopic Rapid 
Detection by Merck Millipore, Billerica, MA, USA), fluorescence in situ hybridization 
(FISH) with mycoplasma specific fluorescently labeled probes and biochemical assays 
for the determination of ATP production by mycoplasma-specific enzymes (MycoAlert 
Mycoplasma Detection Kit by Lonza, Amboise, France).

2.5.2.2 Mycoplasma Elimination
Due to the absence of a rigid cell wall and their reduced metabolic abilities, myco-
plasmas are resistant to many commonly applied antibiotics, such as penicillin or 
streptomycin. However, several antibiotics, particularly from the antibiotic groups of 
fluoroquinolones, macrolides, pleuromutilins, and tetracyclins are effective in killing 
the mycoplasmas. The recommendations of some companies to add antibiotics pro-
phylactically to the culture medium at low concentrations has to be rejected strictly 
and should be subjected to special applications only. The permanent use of antibi-
otics in cell cultures causes the development and propagation of resistant strains. 
Furthermore, antibiotic free cell cultures compel cell culture technologists to strictly 
adhere to good cell culture practices and possible lapses can be determined.

As experience has shown, a single antibiotic treatment has a success rate of 65 to 
85 %, depending on the antibiotic applied [31]. However, not only resistances account 
for the failures, but also the loss of cell cultures during or shortly after the treatment 
period caused by an intensive impairment of the mycoplasma contaminated cells. To 
avoid resistances, two or more treatments in parallel with different antibiotics or com-
binations of antibiotics should be applied. The authors were successful using a single 
fluoroquinolone (e.g., ciprofloxacin or enrofloxacin), a combination treatment with a 
fluoroquinolone and a macrolide (Plasmocin by Cayla-InvivoGen, Toulouse, France), 
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and the alternating administration of a tetracyclin (minocyclin) and a pleuromutilin 
(tiamulin) (BM-Cyclin by Roche, Mannheim, Germany). At least one of the treatments 
is usually effective. The treatment is not only harmful for the mycoplasmas, but cer-
tainly also stressful for the eukaryotic cells due to effects on the mitochondria. Thus, 
the cells should be cultured under optimal conditions at high cell densities and serum 
concentrations. The antibiotic concentrations should be kept constant by frequent 
medium exchange as far as the cells tolerate this. After the treatment period the cells 
have to be cultured at least for a further 2 weeks without any antibiotics to get rid of 
residual dead mycoplasmas which might produce false positive results in the subse-
quent mycoplasma test or to allow residual viable mycoplasmas to grow to detectable 
titers to prevent false negative mycoplasma test results [32].

2.5.2.3 Viral Contamination of Cell Cultures
In contrast to bacterial, fungi, or yeast contaminations, viral infections are usually 
species and tissue specific and are already present in the primary cells prior to the cell 
culture set-up. The exclusion of serum antibodies in the blood of the donor individ-
ual qualifies the excised cells as free for the tested virus because later infections are 
unlikely. But as the infection status of the donors is unknown in most cases, cell lines 
should be tested for potential viral contaminations to assess possible impacts on the 
experimental results obtained with an infected cell culture and the risk for the user 
handling the cells. Special attention should be given to viruses, which are prevalent 
in cell cultures and/or associated with specific diseases, e.g., the Epstein-Barr viruses 
(EBV, human herpesvirus type 4) in human B cells and Burkitt lymphoma cell lines, 
human herpesvirus type 8 (HHV-8) in Kaposi sarcoma cell lines, or hepatitis B viruses 
(HBV) in hepatocellular carcinoma cell lines. All these viruses can be detected by 
PCR. However, the confirmation of the presence of viral DNA by PCR is not identical 
to the production of the virus. Thus, further investigations are necessary to determine 
the eventual propagation of the virus in PCR-positive samples. This can be performed 
by the detection of active viruses in the supernatant of cell cultures or the detection of 
virus propagation-associated proteins [33]. For example, the immediate early protein 
BZLF1 of EBV indicates the lytic state of an infection.

As mentioned above, some mouse and monkey retroviruses (X-/P-MLV) and 
squirrel monkey retrovirus (SMRV) were found to infect human cell cultures and are 
detected in an increasing number of human cell lines [26]. The source of the infec-
tions is currently unknown, but several transmission ways are conceivable:
1) many primary cell cultures are grown on feeder layer originating from X-/P-MLV 

infected mice;
2) a number of human cell lines were transplanted into immunocompromised mice 

infected with murine retroviruses for growth support or for the verification of 
tumor formation and subsequent recovered from the animal;
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3) contaminated cell culture supplements of murine origin (e.g., growth factors) 
might have infected the cells

4) the viruses could have been transmitted (similarly to mycoplasma or eukaryotic 
cell contaminations) via cross-contamination from infected cell cultures.

Recombination of two related viruses of a double infected cell line with murine leu-
kemia viruses was described for the prostate cancer cell line 22RV1 [34]. The newly 
discovered virus was designated “xenotropic murine leukemia virus-related virus” 
(XMRV). The detection of X-/P-MLV in cell lines and other samples raises concerns 
regarding the production of biologically active substances by infected mice, murine, 
or even human cell lines. The products can contain residual DNA or infectious partic-
les that either affect the detection of the same virus when contaminated detection kits 

Figure 2.5.2: Schematic illustration of the detection of human pathogenic and cell culture contami-
nating viruses. Note that the human pathogenic viruses are tissue specific. EBV = Epstein-Barr virus, 
HBV = hepatitis B virus, HCV = hepatitis C virus, HHV-4 = human herpesvirus type 4, HHV-8 = human 
herpesvirus type 8, HIV-1 = human immunodeficiency virus type 1, HIV-2 = human immunodeficiency 
virus type 2, HPV = human papillomavirus, SMRV = squirrel monkey retrovirus, XMLV = xenotropic 
mouse leukemia retrovirus, XMRV = xenotropic mouse leukemia virus-related virus.
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are produced or might contaminate the sample [35]. An example of multiple virus con-
tamination is the cell line NAMALWA of which some subclones (NAMALWA.CSN/70 
and NAMALWA.KN2) are demonstrably infected with EBV, SMRV, and XMLV, whereas 
other subclones (e.g., NAMALWA, NAMALWA.PNT) only contain the first two viruses. 
The cell line has been extensively used for the production of interferon alpha (IFN-α).

Many human cell lines have been tested for the presence and absence of a variety 
of human pathogenic and other viruses [33]. A schematic illustration of the detection 
of different viruses in cell cultures is shown in Figure 2.5.2. Except for the X-MLV infec-
tions, which can be diverse depending on the history of the given cell culture, most 
results are cell line specific and do not differ from one culture to another of the same 
cell line.

In summary, the quality control of cell cultures for microbiological contamina-
tions is important as to the purity of cell culture products, the reliability of experimen-
tal results, and the risk assessment for cell line handling.
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3 Genetic Engineering of Cells

3.1 Cell Line Evolution and Engineering

Hitto Kaufmann

3.1.1 Guiding Principles

Immortalized mammalian cells have become the basis for the majority of processes 
to manufacture therapeutic proteins for use in humans [1]. Almost since the advent 
of recombinant cell culture processes a field of cell science has emerged aiming to 
improve such manufacturing processes and the respective protein therapeutic by 
improving the host cell lines. Interestingly, only a small number of immortalized host 
cell types serve as hosts for protein manufacturing. Chinese hamster ovary (CHO) 
cells dominate the portfolio due to the fact that they robustly grow in suspension in 
large-scale bioreactors. During the early days of industrial mammalian cell culture 
some products were also expressed in Sp20 and NS0 cells. More recently, some pro-
teins manufactured from a human cell line called PER.C6 were introduced into clini-
cal studies.

This chapter discusses approaches to improve mammalian hosts either through 
evolution protocols or genetic engineering aiming to create a phenotype that either 
produces more product, displays a higher viability in large-scale high density cell 
cultures, or generates a product of superior efficacy or prolonged half-life. It will be 
described how the emerging understanding of complex regulatory networks in mam-
malian cells can be utilized to refine and improve such engineering strategies. Fur-
thermore it will be outlined what needs to be considered to successfully apply such 
engineering concepts to establish new robust manufacturing processes.

3.1.2 Host Cell Selection and Evolution

3.1.2.1 Mutagenesis and Selection
A largely hemizygos genome and its susceptibility to genotypic instability enabled the 
generation of various loss-of-function CHO cell derivatives, that were subsequently 
widely used in industrial applications (see also Chapter 2.2 and Chapter 2.4). A promi-
nent CHO subfamily of cell lines lacks the gene for the enzyme dehydrofolate reduc-
tase (DHFR) [2]. Selection procedures are typically carried out with and without prior 
mutagenesis using agents such as 5-azacytidine (5-azaC) and M-methyl-N’-nitro-N-
nitrosoguanidine (MNNG). A number of CHO cell lines were selected for resistance to 
toxic plant lectins. These cells obtained their resistance through impaired binding of 
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lectin to the cell surface conferred by alterations in N- and O-glycan synthesis path-
ways [3].

3.1.2.2 Modern Evolution Concepts
Another approach to improve cell culture performance is based on subjecting a host 
cell line to directed evolution experiments to generate novel phenotypes such as 
hybridoma cells that have been adapted to growth in the presence of high concentra-
tions of ammonia [4]. An important step in advancing mammalian cell culture-based 
bioprocesses was the introduction of serum-free cell culture media. Existing host cell 
lines had to undergo iterative adaptation to those conditions prior to use in a bioreac-
tor [5]. The adaptation approach was taken further in 2007 when a study demonstrated 
that a series of bioreactor evolution experiments enabled the selection of a novel 
DG-44 strain that can grow to higher viable cell densities in fed-batch cultures [6]. 
Interestingly, the authors used DG-44 cells that had gone through adaption to serum-
free media prior to the bioreactor evolution without a subcloning step so the initial 
population was most likely genetically heterogeneous. This shows that a mutagen-
esis step using chemical agents is not generally necessary when selecting novel CHO 
phenotypes. Fluorescence activated cell sorting (FACS) and magnetic activated cell 
separation (MACS) are both techniques that allow rapid sorting of heterogeneous cell 
populations according to key cellular parameters on a cell-by-cell basis. Recently it 
was demonstrated that iterative reduction of glutamine levels in cell culture media 
combined with the selective sorting of viable cells after short batch cultivations led to 
CHO-K1-derived populations that display comparable or even better viable cell counts 
than their ancestors and grow in glutamine free media [7]. The basis for the efficient 
evolution protocols in CHO cells is thought to be strongly supported by the inherent 
genetic instability of this cell line as outlined in Chapter 2.2.

3.1.3 The Engineering Toolbox

3.1.3.1 Overexpression
The most straight-forward genetic engineering approach is the heterologous expres-
sion of a single gene to increase the protein level within the host cell beyond that 
of the endogenous protein. It could either be the gene encoding the protein from 
the respective host cell species (e.g., hamster for CHO cells) or a gene homolog from 
another organism. The strength of the promoter is one of the key factors influencing 
the new phenotype and the engineering step is usually followed by clonal selection 
procedures to obtain a genetically determined phenotype.
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3.1.3.2 Chromosomal Engineering
The standard approach to generate a stable mammalian production cell line involves 
random integration of plasmid DNA encoding the product gene followed by a thor-
ough selection procedure. Since this method potentially generates a new genotype 
and phenotype, the novel cellular entity needs careful thus time-consuming charac-
terization prior to use for biologic manufacturing. The development of mammalian 
artificial chromosomes enabled a different route that avoids modifying the host cell 
genome by integrating heterologous genetic sequences encoding the product gene. 
Artificial chromosome expression (ACE) is based on large repetitive satellite DNA 
sequences that do not integrate into the host genome and nevertheless have the ability 
to self-replicate [8]. Another feature of the ACE technology is the possibility to rapidly 
extract loaded artificial chromosomes from a given cell line and subsequently trans-
fer it to different host cells. This can be used for comparative studies across several 
immortalized cell lines without uncontrolled modifications to their genome. Using 
this approach several different CHO backgrounds were recently audited regarding 
their capability to produce large amounts of an antibody stably over time in culture 
[9].

3.1.3.3 Knockout
Deleting or inactivating a single gene is a very powerful tool for modifying the pheno-
type of a cell. By homologous recombination a number of cellular phenotypes have 
been generated to establish mammalian cells with improved properties for manufac-
turing proteins [10]. Another possibility to rapidly generate a phenotype with a sig-
nificantly reduced activity for a single gene of interest is gene knockdown by RNAi. 
However, this inactivation is often incomplete, can be accompanied with unpredict-
able off-target effects, and is transient in nature. Recently, gene knockouts have been 
introduced by editing approaches (see Section 3.1.3.4).

3.1.3.4 Genome Editing
Genome editing employs engineered nucleases composed of sequence-specific DNA-
binding domains fused to a nonspecific DNA cleavage module.

Recently, a novel targeted gene knockout approach was developed making use 
of imperfect cellular repair mechanisms triggered by double strand breaks in mam-
malian cells. The cellular response to double stand breaks consists of two distinct cel-
lular repair mechanisms homology directed repair (HDR) that accurately repairs the 
site of damage, and nonhomologous end joining (NHEJ) that often results in changes 
to the genetic sequence [11]. In CHO cells more than half of the double strand breaks 
are repaired by the imperfect NHEJ, in some cases leading to loss of function of a spe-
cific gene. Engineered site-specific zinc-finger nucleases (ZFNs) can be used to carry 
out targeted gene knockouts in mammalian cells [12]. These customized nucleases 
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consist of a heterologous zinc-finger protein DNA-binding domain fused to the cata-
lytic domain of the endonuclease FokI with the zinc-finger domain being composed 
of 3 to 6 fingers which specifically bind the target sequence [13, 14]. Various method-
ologies have been developed to design zinc-finger nucleases that bind a given target 
sequence including context dependent assembly, oligomerized pool engineering, and 
modular assembly. Overall, the current state-of-the-art targeted gene knockout using 
zinc-finger nucleases has drastically accelerated the path to novel cellular pheno-
types. For this technology and respective follow-up developments that are based on 
double strand breaks are detailed in Chapter 3.4.

3.1.4 Engineering Key Cellular Networks

3.1.4.1 Proliferation Control to Generate Bi-phasic Manufacturing Processes
Mammalian cells in culture typically divide every 20 to 24 h, and this doubling rate 
is relatively constant throughout the standard phases of a manufacturing process 
including inoculum cultures, seed train expansion, and final stage bioreactor. It was 
already hypothesized early on that the specific productivity of a mammalian cell 
in suspension culture may be higher at lower growth rates. Indeed process formats 
that decoupled the initial growth phase from a phase with controlled proliferation 
through lowering the culture temperature or adding substances such as sodium-
butyrate did result in higher titers [15, 16]. The molecular understanding of cell cycle 
regulation in mammalian cells furthermore enabled engineering production cells by 
overexpression of cyclin-dependent kinase inhibitors such as p27 and p21, leading to 
the accumulation of cells in the G1 phase of the cell cycle along with a significantly 
increase in the productivity of several therapeutic proteins [17, 18]. However, induc-
ible expression of these growth inhibitors is mandatory to achieve high cell densities 
in the production bioreactor prior to a phase of slow growth and high productivity.

3.1.4.2 Anti-apoptotic Engineering to Generate Robust Cell Hosts
Fed-batch cultivation currently represents the state-of-the-art process format for pro-
ducing biologics. The integrated viable cell density directly translates into product 
yield at harvest and onset of apoptosis highly determines this parameter. Especially 
since the introduction of serum- and animal component-free culture media through-
out the bioprocess, preventing apoptosis in cell culture as long as possible became 
the focus of many cell engineering studies [19, 20]. Similar to the progress in prolifera-
tion engineering described above, the emerging understanding of how cells integrate 
survival and cell death across a complex molecular network paved the way for mul-
tiple possibilities to generate superior cell phenotypes for production purposes [20]. 
Key proteins that influence the survival versus death balance inside a mammalian 
cell are the sensors such as cell death receptors that detect apoptotic triggers and 
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signal them to the core machinery that executes the cell death program – mainly the 
caspase molecules. On the other hand, there are a number of antiapoptotic molecules 
that intervene with this cascade of events at multiple levels such as Bcl-2 and Bcl-xL 
or the inhibitor of apoptosis proteins (IAPs) [21]. Various studies have investigated the 
effect of overexpression of Bcl-2 in hybridoma, NS0, and CHO cells and could dem-
onstrate improved cell culture robustness towards different stresses [22-25]. A similar 
positive effect on culture viability was described for BcL-xL [26-28]. Some studies 
successfully demonstrated that these engineering strategies could translate into bio-
processes yielding higher amounts of product [25, 29]. Caspase-9 is central to pro-
grammed cell death in mammalian cells via activation of the executioner caspase-3 
[21]. Interestingly, a caspase-9 mutant was described that lacked catalytic activity 
due to the replacement of the catalytic cysteine by an alanine [30]. In various adher-
ent cell cultures it could be shown that when overexpressed, this mutant acts as a 
dominant negative caspase-9 and inhibits cell death triggered by various stimuli [31]. 
When expressed in CHO production cells, Caspase-9DN protected these cells from 
programmed cell death during freeze/thaw, inoculum cultures and most importantly 
when grown in bioreactors [32]. Viral proteins often act as survival factors by interact-
ing with the regulatory circuit inside the cells of their mammalian host. Expression 
of the adenoviral gene encoding the Bcl-2 homolog E1B-19k alone and in combina-
tion with the anti-apoptotic protein Aven prolonged culture duration of batch and 
fed-batch CHO cultures. Expression of both genes simultaneously led to higher titers 
of a monoclonal antibody in fed-batch bioreactor cultures and, interestingly, these 
engineered cells also grew at higher rates in these experiments [33]. For apoptosis 
engineering see also Chapter 3.5.

3.1.4.3 Improving the Secretory Machinery
Over the last decades an evolving toolbox for expressing therapeutic proteins in 
mammalian cells became available. This includes strong promoters, transcription-
enhancing elements, various methods for gene amplification, and procedures that 
allow selection for integration into highly transcribed regions [34, 35]. Especially 
for large glycosylated molecules, such as antibodies, it was hypothesized that these 
successes created another bottleneck transcriptionally or even posttranslationally. 
Indeed, it could be demonstrated that transient or stable overexpression of XBP-1 can 
increase therapeutic protein productivity in CHO cells expressing high amounts of a 
heterologous protein [36-38]. XBP-1 is a key regulator that drives the differentiation 
of B cells into plasma cells by regulating the expression of up to 100 genes, and in 
CHO cells an enlarged endoplasmatic reticulum (ER) a typical hallmark of XBP-1 trig-
gered differentiation was observed. The cellular secretion process requires targeted 
shuttling of protein cargo from the ER to the Golgi and from the Golgi to the plasma 
membrane. The fusion of the transport vesicles with their target membrane requires 
functional assembly of soluble N-ethylmalemide-sensitive factor attachment protein 
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receptor (SNARE) complexes [39]. In addition, this process requires the presence of 
the SM (Sec1/Munc18) family of proteins, and some studies suggest that they act by 
enhancing the activity of a SNARE complex. Knockdown studies in SEAP express-
ing HEK-293 cells elucidated the central role of Sly1, known to facilitate the ER-Golgi 
transition and Munc18c, known to facilitate the Golgi plasma membrane transition in 
protein secretion. Expressing both genes, either alone or in combination, increased 
the secretion of model proteins such as SEAP and VEGF in CHO cells [40]. The recent 
discovery of the importance of the lipid transfer protein CERT for constitutive Golgi 
secretory activity provided a novel candidate for secretion engineering. Expressing 
CERT, and even to a larger extent a gain of function mutant of (CERT S132A) resulted 
in higher Immunoglobulin G (IgG) productivity in fed-batch processes [41]. All these 
studies clearly demonstrated that currently achievable product gene mRNA levels can 
create bottlenecks during the transport and secretion process in mammalian produc-
tion cells, thus creating a need for improvement of these processes.

3.1.4.4 MiRNA Engineering
Initially discovered in the worm Caenorhabditis elegans miRNAs, approximately 22 
nucleotides long noncoding RNAs, regulate gene expression in invertebrates and 
vertebrates by base-pairing with the 3’ untranslated regions of target mRNAs. Inhi-
bition of the expression of these target genes mechanistically occurs either through 
inhibition of translation or degradation of the mRNA templates with the specific 
silencing mechanism depending on the distinct nature of the mRNA target [42]. 
With more than a thousand human miRNAs known to date and experimental and 
computational data showing that each individual miRNA regulates up to hundreds 
of different mRNAs it is currently assumed that about 20 to 30 % of the mamma-
lian transcriptome is subject to regulation through miRNAs [43]. MiRNAs regulate 
various physiological processes such as cell growth and division, cell death and dif-
ferentiation, and core metabolic pathways. It is therefore not surprising that recent 
studies revealed that disruptions in miRNA gene regulation are part of the molec-
ular characteristics of various human diseases including autoimmune disorders 
and cancer [44]. Accumulating evidence describes the role of endogenous miRNAs 
in regulating growth, survival, and metabolism of CHO cells in culture. A microar-
ray study in CHO cells grown in nutrient-depleted media described the upregula-
tion of the mouse miR-297-669 cluster and linked the expression of mmu-miR-446h 
to inhibition of several antiapoptotic genes as part of the stress response [45]. In a 
qRT-PCR-based expression profiling study several miRNAs where found to be either 
up- or downregulated in CHO cells 24 h after reduction of culture temperature from  
37 to 31 °C [46]. Another transcriptome-profiling approach demonstrated that as many 
as 100 miRNAs are differentially regulated when a CHO batch culture progresses 
through lag phase, exponential growth phase, and stationary phase towards the final 
decline in culture viability prior to harvest [47]. The fact that miRNAs are involved 
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in many processes that are key to heterologous protein production in immortalized 
mammalian cells grown in bioreactors and regulate multiple targets simultaneously 
make them an attractive target for cell engineering. Indeed it could be shown that 
stable inhibition of the previously described mmu-miRNA-466h-5p by shRNA expres-
sion improves CHO cell survival and enhances secretion of a model protein in batch 
culture [48]. Moreover, a recent functional miRNA screen in IgG producing CHO cells 
identified several miRNAs that enhanced productivity upon transient expression. 
Stable coexpression of 2 of those miRNAs lead to higher IgG titers in fed-batch cul-
tures [49], suggesting that miRNA engineering may be an encouraging approach to 
fundamentally reprogram production cells.

3.1.4.5 Improving Product Quality
Key parameters of biologics such as in vivo efficacy, half-life, and safety are not only 
determined by the amino acid sequence but also by posttranslational modifications. 
Mammalian cells modify the amino acid chain of secreted proteins along with the 
folding and transport process. Since not every molecule that is processed through this 
machinery located within the ER and Golgi is modified and trimmed in the exact same 
manner, the “protein drug substance” that is obtained from these cells is a chemi-
cally heterologous product. (For detailed information about protein glycosylation 
see Chapter 4.1). For some of the key modifications structure-function relationships 
have been established. A prominent example is the influence of the N-linked bianten-
nary complex-type oligossacharides bound to the constant region (Fc) of antibodies 
on their effector function of. It could be demonstrated in vitro and in vivo that the 
removal of the core fucose from that structure enhances the binding of the Fc region 
of the antibody to the FcgRIIIa receptor that is present on specialized immune cells 
such as natural killer cells, macrophages, and neutrophils. This binding reaction trig-
gers antibody dependent cytotoxicity (ADCC) that is considered a key element of the 
mode of action of many antibodies developed for cancer therapy [50]. In a key study it 
could be shown that regulated expression of heterologous 1,4-Nβ-acetylglucosaminylt
ransferase III (GnT-III) in antibody-producing cells yields molecules with significantly 
enhanced ADCC in cell-based assays [51]. The addition of bisecting GlcNAc molecules 
to an oligosacharide by GnT-II blocks central reactions of the biosynthetic pathway 
such as core-fucosylation. A further refined engineering approach described how 
fusing the catalytic domain of GnT-III to localization domains of Golgi proteins further 
enhanced the competition of the modified GnT-III against α1,6-fucosyltransferase and 
α-mannosidase II (ManII) [52]. Another genetic setup leading to high ADCC activities 
was the coexpression of GnT-III and ManII. CHO cells engineered with wild type GnT-III 
and MnII overexpression were then used to generate a new form of a type II anti-CD20 
antibody with high direct B cell cytotoxicity as well as enhanced ADCC [53]. This mol-
ecule termed GA101 was preclinically compared to rituximab and ofatumumab and 
showed superiority in vitro and in xenograft models [54]. The recent approval of the 
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FDA for this molecule underlines the impact of glycoengineering of mammalian pro-
duction cell lines. In a more direct approach Yamane-Ohnuki and coworkers deleted 
the gene encoding the α1,6-fucosyltransferase FUT8 in CHO cells and could show that 
antibodies produced from these cells lack fucose, demonstrate stronger binding to 
the FcγRIIIa receptor and higher ADCC [10]. Also this engineering approach led to the 
marketing approval for the novel drug mogamulizumab, targeting relapsed or refrac-
tory CCR4-positive adult T cell leukemia-lymphoma [55]. Recently, another approach 
demonstrated the generation of highly active antibody molecules by expressing the 
microbial enzyme GDP-6-deoxy-D-lyxo-4-hexulose reductase (RMD) [56]. It could be 
shown that RMD-expressing CHO cells metabolically deflect a precursor of the fucose 
de novo pathway towards a metabolic dead end thereby generating antibodies that 
lack fucose and show high ADCC. This approach could also be used to modify existing 
antibody production cell lines and thereby generating 2’ generation antibodies in one 
transfection step. For glycosylation engineering see also Chapter 3.5.

3.1.5 Adapting to Complexity – Advanced Engineering Concepts

Any engineering approach in mammalian cells means intervening with highly complex 
regulatory networks that are often linked across the different functional areas. As an 
example, a growth arrest that is mediated through molecular switches that regulate 
the cell cycle can easily tip the survival-death balance within a cell and trigger apop-
tosis. Achieving a pronounced improved phenotype may therefore require altering 
gene expression patterns of more than one pathway. The first study that demonstrated 
the power of multigene engineering improved controlled proliferation strategies that 
were based on overexpressing cyclin-dependent kinase inhibitors by combining p21 
expression with C/EBPα and p27 with the antiapoptotic Bcl-xL [57]. Along the same 
line, overexpression of XBP-1 to debottleneck the secretion pathway of recombinant 
IgGs in CHO cells could only be sustained towards a genetically stable phenotype 
by preventing apoptosis induction through coexpressing the caspase inhibitor XIAP 
(x-linked inhibitor of apoptosis) [58]. While the straight-forwardest approach towards 
a novel production cell phenotype involves constitutive expression of a specific gene 
that is linked to improving the targeted pathway, it may not be beneficial to the system 
to always aim for the highest expression level of this gene at all moments throughout 
the entire cell culture process. Any growth inhibition should only occur once a high 
cell density has been reached and some enzymes require a specific intracellular con-
centration to generate the desired glycopattern of the protein product. This can be 
achieved by making use of inducible systems such as the tetracycline inducible or 
repressable gene expression system [57, 51]. Even though these approaches do enable 
fine-tuning of gene regulation, the use of the inducing agents at larger manufacturing 
scales is often not feasible. Novel inducible systems have been developed that trans-
late signals into transgene expression levels that are intrinsic to a bioprocess such 
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as temperature or components of cell culture media such as gaseous acetaldehyde 
[59]. Recently, another concept leading to more refined cell engineering reflecting 
and integrating the specific temporal needs for metabolic alterations was described. 
Here, pooled expression patterns of endogenous mammalian cell promoters were 
quantified and time profiles pointed to the thioredoxin interacting protein (Txnip) 
promoter for its capability to drive transgene expression in concert with cell growth 
[60]. Expressing the mouse GLUT5 fructose transporter in CHO cells under the control 
of the Txnip promoter synchronized sugar metabolism to cell growth and resulted in 
improved process characteristics and higher titers [60].

3.1.6 From Prediction to Production – Improving Input Parameters and Applicability

The field of production cell engineering is rapidly advancing and some of this success 
is due to the rapidly progressing ‘omic’ characterization of the total molecular com-
position of cells under varying conditions on all levels of cell regulation. Studies of 
the genome, transcriptome, proteome, metabolome, and glycome of CHO cells in 
particular have resulted in vast profiling data that offer hints for possible molecular 
alterations to existing host cell systems [61]. However, it still takes thorough studies to 
investigate each one of those hypotheses by generating and assessing novel pheno-
types. In the future it will be particularly important to directly screen for novel pheno-
types in cell culture environments that resemble the actual bioprocesses as closely as 
possible [49]. Miniaturized automated bioreactor systems that allow running multiple 
fed-batch cultures in parallel are one approach that seems useful to screen broadly 
and in relevant systems. Whatever genetic alterations are introduced to give rise to 
an improved mammalian host cell for protein production, the heterogeneity profile 
of protein products secreted from these cells needs to be carefully monitored as 
these alterations can change product attributes that are key to in vivo safety, efficacy, 
and half-life [15, 38]. For the CHO cell world a fully sequenced organism and rapidly 
increasing functional genomic characterization are building the required platform to 
develop sophisticated mathematical models that quantitatively describe the molecu-
lar pathways for key cellular processes (see also Chapter 5.2). This could be the basis 
for predicting engineering phenotypes or the applicability of genetic interventions 
across the diverse world of CHO substrains cultured in laboratories all over the world 
[62].
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3.2 Chromosome Rearrangements and Gene Amplification

Takeshi Omasa and Kyoungho Lee

3.2.1 Introduction

The genome era began at the beginning of the 21st century. The human genome 
sequence is about 3,200,000,000 (3.2 G) bp containing more than 23,000 genes. The 
mouse and hamster genomes are of similar size as that of human genome. DNA is a 
polymer of nucleotides and is composed of a double helix. One turn of the helix con-
tains about 10 bp and the height of the helix is about 3.5 nm [1]. In other words, the 
theoretical size of the human DNA polymer is estimated to be about 3,200,000,000/10 
× 3.5 × 10–9 m = 1.12 m. This very long polymer is packed into one nucleus that is 
smaller than a 10 µm-diameter cell. The figure below shows the overview of the struc-
ture of DNA relative to the nucleus (Figure 3.2.1).

In order to package this very long DNA thread into a very small cell, an exact pack-
aging mechanism is necessary. The key protein that is involved in packaging in 
eukaryotic cells is a group of highly alkaline proteins, the histones. Histones bound 
to the DNA polymer are known as a nucleosome. Nucleosomes are the basic build-
ing blocks for chromatin and chromosomes, and they form the tight packaging of 

Figure 3.2.1: Overview of the structure of genes and chromosomes.
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the DNA. However, this tight package needs to be loosened during mitosis. When 
the genetic information is copied in mitosis, the enzymes related to DNA duplication 
must access the DNA polymers. If this tight package is not loosened, these enzymes 
cannot access the genetic information. The same phenomenon occurs in the gene 
expression process.

In this chapter, we introduce the chromosome structure and analysis. Further, 
we introduce the application of this knowledge and the related technology for gene 
amplification in industrial protein production using mammalian cells, especially 
Chinese hamster ovary (CHO) cells. In particular, the chapter describes the basics of 
chromosomal DNA, its chromatin packaging and impact on gene expression, chromo-
somal arrangements and re-arrangements in the example of CHO cells, mechanisms 
of gene amplification, its selection, and manipulation of efficiency as well as techni-
cal aspects including FISH and BAC libraries.

3.2.2 Chromosome Structure in Mammalian Cells

The typical chromosome structure in metaphase of mitosis is shown in Figure 3.2.2. 
Chromosome means colored body, which is easily stained by dye and is visible by 
microscope. In eukaryotic cells, the chromosome cannot ordinarily be observed by 
microscope because the chromosome is tightly packed in the nucleus. However, with 
the progression of the cell cycle phase, chromosomes are duplicated and separated 
for cell division in the M (mitosis) phase. Duplicated chromosomes are aligned during 
metaphase of mitosis. Eukaryotic cells contain a number of chromosomes. Human 
cells have 22 paired chromosomes and sex chromosomes. Yeast cells, Saccharomyces 
cerevisiae, have 16 paired chromosomes.

The karyotype refers to the visual appearance of the chromosome set in one cell, 
and it contains information about the chromosome number, length, and staining 
pattern (Figure 3.2.3, see also Chapter 2.4). Karyotypes are used to detect abnormal 
chromosomes related to human hereditary disease. G-banding is generally used for 
analytical methods of karyotype. G-bands are produced when metaphase chromo-
somes are subjected briefly to mild heat or proteolysis and then stained with Giemsa 
reagent (DNA dye). G bands correspond to large regions of the genome that have low 
G+C contents. G-banding is a particularly useful procedure for the initial screening 
for chromosomal aberrations because the entire genome can be evaluated in a single 
experiment. G-banding analysis is routinely used to identify human disease. Accord-
ing to the obtained chromosome-banding patterns, chromosomal aberrations are 
determined. In some cases, chromosome-banding patterns are difficult to interpret 
by observation.

Hybridization-based karyotype analysis was recently developed. A technique 
termed spectral karyotyping (SKY), which is based on the simultaneous hybridization 
of 24 chromosome-specific painting probes labeled with different fluorochromes or 
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Figure 3.2.2: Diagram of a replicated and condensed  
chromosome at metaphase.

Figure 3.2.3: The concept for analysis of banding patterns from a 
metaphase spread.
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fluorochrome combinations, was developed [2]. All human chromosomes can easily 
be visualized by SKY in 24 different colors using painting probes labeled with differ-
ent combinations of 5 fluorochromes. Chromosome painting probes were generated 
from flow-sorted human chromosomes by sequence-independent DNA amplification. 
This SKY technology attains user-friendly operation and easy observation, but sorted 
chromosomes are necessary for the hybridization probes. Because exact chromosome 
sorting is not an easy technique, the number of available painting probes for SKY is 
limited for humans, mice, and rats.

Fluorescence in situ hybridization (FISH) is a detection method for specific DNA 
on chromosomes. Specific DNA sequences are combined with fluorescent chemicals 
and hybridized with a chromosome spread. The location of the specific DNA sequence 
can be observed by fluorescence microscopy. This method is generally used to iden-
tify chromosomal aberrations. Multicolor FISH is also a powerful tool for chromo-
some analysis. To detect the hybridization, the length of the specific DNA sequences 
is important. Long DNA sequences give a strong signal intensity of hybridization. A 
bacterial artificial chromosome (BAC) library, which represents the entire genome of 

Harvested 
metaphase cells 

Metaphase 
chromosome fixation 

Extracted BAC DNA 
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with  biotin or digoxigenin 

Labeled BAC DNA 
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Metaphase 
chromosome spreads 
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(Section 2. 6)

Denaturation from dsDNA to ssDNA 

Probe DNA-Genome DNA 
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Figure 3.2.4: Experimental procedure of fluorescence in situ hybridization using bacterial artificial 
chromosome DNA as a probe (BAC-FISH; modified from [5]).
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an organism without cloning artifacts or rearrangements, can reduce the complexity 
of the genome and provide clones that are physically separated in an addressable 
format [3]. BAC libraries also provide scaffolding information for mapping sequence 
contigs to localized genomic regions using a direct genomic shotgun sequencing 
approach. Each BAC clone contains quite a long DNA sequence (several hundred 
kilo-base pairs) and is suitable to use as a hybridization probe. Consequently, FISH 
imaging using BAC clones as hybridization probes (BAC-FISH) is used to construct a 
physical map of a genome [4] (Figure 3.2.4).

With the development of genome projects, microarray-based comparative genomic 
hybridization (aCGH) has become a powerful method for the genome-wide detection 
of chromosomal imbalances [6]. aCGH enables the evaluation of chromosomal imbal-
ances in tumor tissues without the preparation of metaphase chromosomes from 
tumor cells. Furthermore, this method permits the genome-wide screening of DNA 
copy number changes. The recent development of CGH for arrays of mapped genomic 
DNA segments, i.e., BAC clones, has greatly improved the resolution of the analysis.

3.2.3 Chromosome Rearrangements and Detection in CHO Cells

The CHO cell line was established from the ovary of Chinese hamster (Cricetulus 
griseus), which was used as a laboratory animal before rat or mouse usage (see also 
Chapter 2.2). CHO cells were easily cultivated and were used for molecular cytogenetic 
materials during the early 1980s. Today, CHO cells are not used for basic science pur-
poses. These cells play a very important role as a host cell for the commercial-scale 
production of therapeutic proteins [7-9] (Figure 3.2.5). Two subclones of CHO cells, 
proline-requiring CHO K1 [10] and dihydrofolate reductase (DHFR) gene-deficient 
CHO DG44 [11], are the most widely used clones for industrial applications [12, 13].

The reasons for the wide usage of CHO cells are as follows [8].
1. The empirical method to establish highly productive cell lines is well known, and 

the production of more than 10 g/L of antibody has been reported.

Figure 3.2.5: Good manufacturing practice (GMP)-certified host cells for biopharmaceutical produc-
tion. Among 191 biopharmaceuticals, 60 products are produced by CHO cells [14].
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2. Industrial serum-free media have been developed.
3. High-density large-scale fed-batch cultivations have been developed and scale-

up technology is well established.
4. The de facto standard of good manufacturing practice (GMP)-certified production 

has been established.

Genome-wide analysis is of considerable importance for the establishment and 
improvement of productive CHO cell lines. Wlaschin and Hu constructed a scaffold for 
the Chinese hamster genome [15]. With the progress of next-generation sequencing 
techniques, the CHO cell and Chinese hamster genomic analyses were accelerated. 
Recently, Xu et al. determined the first draft genome sequence of the CHO K1 cell line 
[16]. This group decoded and compared 6 different CHO cell line genome sequences 
and revealed the advantage of CHO cells for biopharmaceutical production [17]. Other 
groups reported the draft sequence of Chinese hamster using sorted chromosomes 
[18]. These approaches could greatly contribute to the genome-scale reconstruction 
of industrial mammalian cells.

Previously, the authors constructed the first genomic BAC library from the gene-
amplified CHO cell (CHO DR1000L-4N) genome for genome-wide analysis [19]. The 
BAC clones of this library could be landmarks for a physical map of the CHO cell 
genome, which would be essential for the basic research and industrial applications 
of the CHO cell genome. This BAC library was constructed from the whole genome of 
the CHO DR1000L-4N cell line and consisted of 122,281 clones. The CHO DR1000L-4N 
cell line was established from the CHO DG44 cell line using the mouse DHFR gene 
amplification system. It contains a stable high copy number of the exogenous gene of 
the human granulocyte-macrophage colony-stimulating factor (hGM-CSF) and mouse 
DHFR genes [20, 21].

The applications of this constructed CHO genomic BAC library were classified 
into 3 categories: cell engineering, chromosome identification, and BAC microarray 
for genome analysis [5]. Chromosome identification using CHO BAC clones have the 
potential to contribute to the chromosomal instability of CHO cells and to improve 
our understanding of chromosome organization during the establishment of recombi-
nant CHO cells. Deaven and Petersen analyzed the karyotype of CHO cell lines on the 
basis of banding and concluded that extensive chromosome rearrangements occur in 
CHO cell lines [22]. Siminovitch also noted that CHO cell lines are not strictly diploid 
in the functional sense and that many genes are present in the hemizygous state [23]. 
Genome instability during cell line establishment is one of the most consistent char-
acteristics of CHO cells [24]. The karyotype and chromosome rearrangements in CHO 
cell lines have been analyzed by banding techniques [22, 24, 25]. In the authors’ pre-
vious study, a detailed physical chromosomal map of the CHO DG44 cell line was 
constructed by BAC-FISH using 303 randomly selected BAC clones as hybridization 
probes [26]. On the basis of this constructed physical map and end sequences, the 
chromosome rearrangements of CHO DG44, CHO K1, and primary Chinese hamster 
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cells were investigated (Figure 3.2.6). Among 20 CHO chromosomes, 8 were conserved 
without large rearrangements in CHO DG44, CHO K1, and primary Chinese hamster 
cells. Chromosome rearrangements are also important aspects to consider in cell line 
construction. The combination of next-generation sequencing analysis and these 
BAC-FISH approaches could greatly contribute to the next-generation construction of 
industrial workhorse cells.

3.2.4 Gene Amplification

Gene amplification means “the selective, repeated replication of a certain gene or 
genes without a proportional increase in other genes in the genome” [27]. Gene ampli-
fication is a widespread phenomenon in eukaryotes. It is an important process in the 
development of many organisms, the emergence of drug resistance in tumor cells and 
some human parasites, and the maturation of tumors.

2 µm

2 µm

Figure 3.2.6: Karyotypic comparison of CHO DG44, K1, and primary Chinese hamster cells based on 
BAC-FISH results. The homologous regions of chromosomes from CHO DG44, CHO K1, and primary 
Chinese hamster cells are colored according to the Chinese hamster chromosomes. The scale bar 
corresponds to 2 µm. (Background photo: scanning electron microscope image of a CHO cell chromo-
some [26].)



 

134   3 Genetic Engineering of Cells

Gene amplification events can be classified into 2 categories [28, 29], develop-
mentally regulated gene amplification and spontaneously occurring gene amplifica-
tion. Spontaneously occurring gene amplification is a widespread genetic phenom-
enon that generates cells and organisms with new genetic potential. The well-known 
gene amplification in mammalian cells is DHFR gene amplification. In the late 1950s, 
Hakala investigated the biochemical basis of amethopterin (methotrexate (MTX)) 
resistance in mammalian cells [30]. MTX is an analogue of dihydrofolate, inhibits 
DHFR, and kills rapidly growing cells. It is used as a therapeutic agent for leukemias. 
MTX inhibits not only DHFR but also other folic acid and nucleic acid metabolizing 
enzymes (Figure 3.2.7). Depending on selective conditions, the resulting cells exhib-
ited up to 155 times the original level of DHFR activity. Highly methotrexate-resistant 
cells were selected by increasing the concentration of the drug.

From the early 1980s, this gene amplification procedure is used in the industrial pro-
duction of recombinant proteins. To increase productivity, gene amplification (cell 
engineering) techniques for the transfected gene are extensively applied, whereby 
the amplification-promoting gene is used as a selectable marker for the transfected 
vector. First, the vector, which contains the cDNA of the objective protein (gene of 
interest (GOI)) and amplification-promoting gene, is introduced into the host cell 
line. When the selectable and amplification promoting gene is amplified, geneti-

Figure 3.2.7: De novo and salvage biosynthesis pathways for purines [29].



 

 3.2 Chromosome Rearrangements and Gene Amplification   135

cally linked sequences containing the objective cDNA are coamplified. Finally, 
the copy number of the GOI dramatically increases in the gene-amplified cell line 
(Figure 3.2.8).

With the increased copy number of the GOI, a high expression level of the GOI can 
be easily attained. CHO is the most conventional host cell line for gene amplifica-
tion techniques, and it is easier to construct a gene-amplified CHO cell line than from 
other cell lines [31]. Siminovitch commented that CHO cells are not strictly diploid in 
the functional sense and that many genes are present in the hemizygous state [23]. 
According to the authors’ results, the CHO cell line contains only one paired chromo-
some [26]. The hemizygous state may result in these unpaired chromosomes because 
of chromosome rearrangements.

The general procedure for the construction of gene-amplified cell lines for the 
high-level expression of exogenous genes is shown in Figure 3.2.8. The gene amplifi-
cation procedure consists of 2 steps. The first step is the introduction of an amplifiable 
vector that contains not only the amplification promoting and selectable marker gene 
but also the objective GOI. The second step is the gene amplification itself. The trans-
fected cell line ordinarily contains one copy or a low copy number of the transfected 
gene. In the second step, the transfected gene is selectively amplified by the stepwise 
increase of selection pressure.

Figure 3.2.8: General procedure for the construction of a gene-amplified cell line for high-level 
expression [29].

��
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In the coamplification of a heterologous gene in CHO cells, Weidle et al. reported 
that human t-PA and mouse DHFR cDNAs, which were under the control of the SV40 
early promoter and the major late promoter of adenovirus 2 (AMLP), respectively, were 
amplified to 300 to 1,100 copies per genome at an MTX concentration of 5.0 µM [32]. 
The most convenient way to construct a gene-amplified cell line is to use a DHFR-
deficient cell line. The most frequently used cell line for heterologous expression is 
the DHRF-deficient DG44 [11]. This cell line requires the presence of a purine source, 
thymidine, and glycine to complement the DHFR deficiency because the salvage syn-
thesis system remains functional when a cell lacks de novo biosynthesis.

Several mechanisms for gene amplification were proposed. Gene amplification 
may be initiated by chromosome breakage and may lead to the formation of a variety 
of chromosomal structures, including expanded chromosomal regions (i.e., homo-
geneously staining regions (HSRs)) and extra chromosomal elements (i.e., double 
minutes (DMs)), and dicentric chromosomes [33]. Windle and Wahl classified the 
molecular mechanism into 3 categories [34]. In the following section, typical break-
age-fusion-bridge (B-F-B) molecular models will be introduced [29].

The B-F-B model consists of breakage (B), fusion (F), and bridging (B) steps [35, 
36] (Figure 3.2.9). The gene amplification event starts with chromosome breakage, 
and the site of the breakage may depend on the chromosomal structure. A breakage 
that occurs between the target gene and a telomere should yield frayed ends, and 
these sister chromatids can fuse. Replication of this fused chromosome would gener-
ate a dicentric chromosome with duplicated copies of the target gene that are bridged 
by the fusion point. A new breakage at a different site produces a chromosome with 
two copies of the target gene, and the B-F-B cycle is then repeated. According to this 
B-F-B model, the inverted repeat should be formed in the amplicon.

In DHFR gene amplification in the CHO cell line, the DHFR amplicon and its locus 
were defined in the endogenous CHO DHFR-amplified CHOC 400 cell line [37, 38]. 
The head-to-head DHFR amplicon in CHOC 400 has been reported, and its structure 
generally supports the idea of sister chromatid fusion [39, 40]. The authors also inves-
tigated the genomic structure of the exogenous DHFR amplicon in the CHO DR1000L-
4N cell line from the construction of the CHO BAC library [19, 41] (Figure 3.2.10). 
They determined the complete nucleotide sequence of the insert in the Cg0031N14 
BAC clone, which contains the amplicon, by shotgun sequencing. Two identical CHO 
genomic sequences were located in opposite directions (inverted repeat), and the 
exogenous pSV2-DHFR/hGM-CSF vector sequence was found at the junction between 
the 2 inverted repeat units. Consequently, the determined sequence had a palindro-
mic structure containing a small inverted repeat in the junction region. The junction 
contains 2 copies of mouse DHFR and 1 copy of human GM-CSF. The structure of 
the junction is considerably different from the structure of the original pSV2-DHFR/
hGM-CSF vector. The obtained structure cannot be explained by a simple B-F-B cycle 
or other proposed mechanisms. Further investigation is necessary to explain the gene 
amplification mechanism in the exogenous DHFR amplicon.
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3.2.5  Recent Developments of Recombinant CHO Cells using Gene Amplification 
and Chromosome Engineering

Gene amplification is a conventional procedure for the construction of highly produc-
tive cell lines [42]. The most time-consuming and critical steps are cell line screening 
and subcloning during the gene amplification procedure. The transfected vector is 
normally randomly integrated into the CHO genome by nonhomologous recombina-
tion. The cells containing the stable transgene can survive under selective conditions. 
The surviving CHO cells have a wide variety of productivity. Among these heteroge-
neous cell pools, stable and highly productive CHO cell lines should be contained. 
Consequently, the probability of obtaining a highly productive cell line increases 
with increasing numbers of screened clones. Because of the recent development of 
a high-throughput automated cell screening system, various types of clone-picking 
machines are available [43]. These robotic systems could greatly contribute to the 
effective construction of highly productive cell lines.

Figure 3.2.9: Breakage fusion bridge (B-F-B) cycle model in gene amplification [29].
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Figure 3.2.10: Proposed structure of the DHFR-amplified chromosomal region of the CHO DR1000L-
4N genome. Relationships between the core region of the proposed structure of the CHO DR1000L-
4N genome and 15 BAC clones that contain exogenous DHFR are shown. The positions of BAC clones 
were determined by BAC end sequencing and Southern blot analysis [41].
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In contrast, several researchers developed an effective construction method for 
highly productive cell lines that is based on gene amplification mechanisms and chro-
mosome engineering. For example, it was reported that the mammalian replication 
initiation region (IR) and a matrix attachment region (MAR) are spontaneously ampli-
fied in transfected human cells and efficiently generate chromosomal HSRs and/or 
extra-chromosomal DMs [44]. On the basis of this phenomenon, a new type of gene 
amplification vector was constructed, and high productivity was achieved in CHO 
cells using this novel gene amplification system [45].

Another approach to increase the transgene copy number in the host genome is to 
use an artificial chromosome system. Artificial chromosomes are composed of an arti-
ficial chromosomal element, and they can contain very long exogenous sequences. 
The artificial chromosome expression system was developed based on preengineered 
artificial chromosomes with multiple recombination acceptor sites to improve CHO 
cell line generation [44-48]. A similar artificial chromosome system using human arti-
ficial chromosomes was also used in human factor VIII production in CHO cells [49].

The authors recently developed a new approach to accelerate gene amplification 
using cell cycle engineering. Cell cycle engineering is a useful strategy for achieving 
suitable production of therapeutic proteins using cell cycle control. Previous research-
ers have focused on cell cycle modulation to increase the proliferation rate and viable 
cell density [50, 51] and on cell cycle arrest to achieve productivity enhancement in 
CHO cells [52, 53]. The authors’ approach is to use cell cycle engineering to gener-
ate highly productive cells in the cell line development process using gene amplifica-
tion. Gene amplification is caused by genomic instability, which is closely related to 
the cell cycle control mechanism. The authors focused on cell cycle engineering to 
enhance the efficiency of the conventional gene amplification system by escaping cell 
cycle control (Figure 3.2.11).

The authors down-regulated a cell cycle checkpoint kinase, ataxia-telangiecta-
sia and Rad3-related (ATR), to accelerate gene amplification [54]. ATR is activated in 
response to DNA damaging agents, and it activates checkpoint kinases 1 and 2 (CHK1 
and CHK2) to initiate signal cascades. The authors also focused on the targets of 
these signaling pathways, cell cycle division 25 (CDC25) phosphatases. CDC25 phos-
phatases activate complexes of cyclins and cyclin-dependent kinases (CDKs), which 
in turn regulate cell cycle transitions [55]. Among the 3 isoforms, CDC25A, B, and 
C, CDC25A is considered to be the key component [56] and is involved in both G1–S 
and G2–M phase transitions [57-59]. The authors investigated the effects of CDC25A 
and mutated CDC25A overexpression on gene amplification and productivity during 
the construction process of productive cell lines [60]. Both wild-type and mutated 
CDC25A-overexpressing CHO cells showed a rapid increase in transgene copy number 
compared with mock cells during the gene amplification process in both cell pools 
and individual clones. The authors’ results show the improvement of the conven-
tional gene amplification systems via cell cycle engineering at an early stage of cell 
line development.
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3.2.6 Conclusion

In this chapter, the authors introduced the chromosome structure and recent develop-
ments in chromosome identification and gene amplification and chromosome-related 
technologies in CHO cells. For industrial production, the basic scientific investigation 
could greatly contribute to cell line engineering. Further progress in this area will 
allow the construction of artificial industrial workhorse mammalian cell lines in the 
near future.
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3.3  Synthetic Biology Principles for Engineering Mammalian 
Designer Cells

David Ausländer and Martin Fussenegger

3.3.1 Introduction

In the past century, recombinant DNA technology enabled simple reshuffling of 
genetic components and provided the basis for molecular biology that started to 
unravel the molecular basis of biological activities. Subsequent contributions of the 
“-omics” disciplines and the systems biology era have led to encyclopedic knowl-
edge on the molecular components and their reaction and interaction dynamics that 
orchestrate essential activities within and among living systems. Today, synthetic 
biology merges engineering principles with molecular biology [1-3] and has become 
the science of reassembling cataloged and standardized biological components in 
a rational manner to create and engineer functional biological designer devices, 
systems, and organisms with novel, useful, and preferably therapeutic functions. 
Mammalian synthetic biology focuses on engineering increasingly complex gene net-
works in mammalian cells. This research can foster advances in gene-function analy-
sis, functional genomic research, drug discovery, biopharmaceutical manufacturing, 
and prototype gene- and cell-based therapies [4-7].

Molecular switches represent fundamental components of artificial gene net-
works. They are based on specialized biomolecules that show trigger-controlled activ-
ities modulated by conditional protein-protein, protein-DNA, protein-RNA or pro-
tein-small-molecule interactions, enzymatic reactions and stability [8-10]. Here the 
authors provide an overview of the latest developments in molecular switch assembly 
and how they can be used to engineer synthetic networks in mammalian designer 
cells to perform biomedically relevant tasks.

3.3.2 Inducible Gene Switches

An important class of molecular switches is the trigger-controlled gene switch, which 
fine-tunes product-protein levels in mammalian cells in response to molecular or 
physical cues. This can be achieved by either inducing or repressing gene expression 
at the transcriptional or post-transcriptional level [6, 11]. Many gene switches have a 
modular design and are assembled from standardized biological parts with specific 
function such as DNA-binding domains (DBD), RNA-binding proteins and transacti-
vation, transsilencing, dimerization or RNA-based domains.

A distinctive feature of a switching mechanism is its capability to bind a specific 
ligand by a molecular domain, called a sensor domain. This sensor domain trans-
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mits its status to a second domain by either conformational changes or enabling 
molecular interactions. Actuator domains (ADs) can be subsequently recruited to the 
point of action, thereby affecting gene expression. Gene switches take advantage of 
downstream reporter gene expression or activity that enables simple quantification of 
protein concentrations in living cells or organisms. Gene switches can be character-
ized in terms of their kinetic, dynamic behavior. In particular, secreted reporter pro-
teins, such as the human placental secreted alkaline phosphatase (SEAP) or secreted 
versions of luciferase, can be used to monitor the performance of gene switches at dif-
ferent time-points in vitro as well as in peripheral circulation of animals. Also, recent 
advances in fluorescent protein engineering and microscopy have enabled precise, 
multicolor, parallel observation of different gene switches in living cells in real-time 
with accurate dynamic and kinetic characteristics [12, 13]. There are several important 
parameters that characterize gene switches:

 – Dose response: The product-gene expression is adjustable by changing the 
inducer concentration, resulting in fine-tuning of the designer cell response 
(adjustability).

 – Kinetics: The protein-product concentration should stay in its appropriate state 
(either OFF or ON) without the trigger molecule (robustness) and should effi-
ciently turn ON or OFF when adding the trigger compound. Induction or repres-
sion of gene expression requires a distinct time frame of presence of the trigger 
molecule (pulse width).

 – Dynamics: The induction ratio between ON and OFF states should be as high as 
possible (induction ratio). The gene switch should be exclusively responsive to 
a specific trigger molecule (specificity) and the expression switches should be 
completely reversible (reversibility).

Additional optimization of individual functional parts, or their combination with 
other modules, may enhance the performance of the above-mentioned parameters. 
For example, the addition of localization domains such as the nuclear localization 
signal (NLS) to transcription factors may enhance induction fold. Likewise, mutage-
nesis of transcription factors and their operator modules may alter specificity, kine-
tics, or robustness [14-16].

An essential aspect for the utility of a gene switch in mammalian cells is the 
nature of its inducer molecule. These inducer molecules can range from small mol-
ecules, to gaseous compounds, to physical cues such as light and temperature. Thus, 
the complexity of gene networks in mammalian cells could be significantly advanced 
through the interplay of well-characterized molecular switching systems, leading to 
multi-input/-output biocomputing devices [17]. The suitability of gene switches has 
been proven by a multitude of applications in biotechnology and biomedicine. In 
particular, mammalian designer cells can perform specific therapeutic tasks when 
plugged into mouse metabolism, especially when equipped with autonomous sensor-
effector devices, called prosthetic gene networks [18].
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This chapter presents the fast-growing diversity of gene switches for mammalian 
designer cells, their benefits for complex, synthetic gene networks, and useful appli-
cations in the promising field of cell-based treatment strategies.

3.3.2.1 Synthetic Mammalian Transcription-Control Switches
Synthetic mammalian transcription-control switches share several common features. 
They consist of a synthetic transcription factor including a DNA-binding domain 
(DBD) targeting a specific operator sequence (O), a sensor domain (SP) that switches 
the operator-binding capacity in a trigger-controlled manner and an actuator domain 
(AD) that is either directly fused or conditionally linked to the DBD via chemically-
induced dimerization (CID) and modulates the transcription machinery to induce or 
repress target promoters. These target promoters contain transcription factor-specific 

Figure 3.3.1: Schematic illustration of inducer-dependent mechanisms underlying synthetic, mam-
malian transcription controllers. a) Various tools derived from all kingdoms of life can be combined 
to engineer synthetic, mammalian transcription controllers. The ability to bind DNA is an essential 
feature of synthetic transcription controllers. b) The interaction between DNA and a transcription 
factor can be controlled by triggers that induce transgene expression or repression. c) The interac-
tion between an actuator domain and the DNA-binding domain can be sensitive to an inducer.  
d, e) DNA-binding domains (DBDs) often must dimerize before binding to DNA, which can be  
accomplished by fusing ligand-responsive homo- or heterodimerization domains to the DBD.
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operator modules linked to either constitutive or minimal promoter variants (Figure 
3.3.1a). In the following sections, we outline the configuration of the main synthetic 
mammalian transcription-control switches along with a brief description of some 
exemplary studies.

Bacteria-derived Transcriptional Repressor Proteins
The survival of bacteria under environmental stress requires adaptive responses par-
tially triggered by transcriptional repressor proteins that contain a sensor domain 
detecting signal molecules, leading to a conformational change that will affect the 
interaction between the DBD and its cognate DNA operator site. The Tet system is a 
pioneering example, in which the homodimerized Tet repressor protein (TetR) binds 
to its cognate DNA operator sequence (tetO) and switches its conformation upon 
binding of its ligand (tetracycline and its derivatives), thereby detaching from tetO 
[19]. Gossen and Bujard (1992) reported the transfer of the Tet system into mammalian 
cells by covalently fusing the transactivation domain of the virion protein 16 (VP16) 
from the herpes simplex virus as an actuator domain. This resulted in the chimeric 
construct TetR-VP16, called tetracycline-dependent transactivator (tTA) (see Figure 
3.3.1b) [20]. In the absence of tetracycline, tTA binds and activates a tetracycline-
responsive promoter (PhCMV*-1) consisting of a heptameric operator module (tetO7) 
5’ of a minimal version of the human cytomegalovirus immediate early promoter. 
However, in the presence of tetracycline tTA is released from PhCMV*-1 and transgene 
expression is dose-dependently repressed. Therefore, this configuration became 
known as the TETOFF system, since the gene is shut down in the presence of the trigger 
compound. VP16 was successfully exchanged by p65 or E2F4 to create transactiva-
tor variants with the identical trigger input but modified control dynamics [21, 22]. 
In contrast, replacing the transactivation with transsilencing domains, such as the 
Krüppel-associated box (KRAB) or Yin Yang-1 (YY1) domains, resulted in tetracycline-
dependent transsilencers (tTS) that repressed constitutive promoters when bound to 
adjacent tetO modules in the absence of tetracycline. Since the target gene is induced 
in the presence of tetracycline as tTS is released from tetO and the constitutive pro-
moter is dose dependently activated, this gene switch configuration is known as the 
TETON system (see Figure 3.3.1b) [23]. Mutational studies revealed a TetR mutant with 
a reverse DNA-binding capability, which was successfully used to design the corre-
sponding reverse tetracycline-dependent transactivator (rtTA) or transsilencer (rtTS) 
[16, 24]. Further studies developed TetR mutants in which the DNA operator sequence 
could be altered, or TetR was modified to bind different small-molecule ligands as 
well as peptides [14, 15, 25].

Capitalizing on the same design concept other prokaryotic TetR family repressors 
with different trigger specificities and operator sequences have been successfully con-
verted for use as trigger-controlled mammalian transgene switches. This significantly 
increased the availability of functionally compatible transcription controllers and 
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enabled the design of synthetic gene networks for application in biotechnology and 
biomedicine [26] (see Figure 3.3.1b). For example, other antibiotics such as macrolides 
[27, 28] (e.g., erythromycin) or streptogramins (e.g., pristinamycin I) [26, 29] controlled 
transgene expression in complex synthetic gene networks in bioreactors and mice. An 
exogenous inducer molecule, such as the apple-metabolite phloretin supplemented 
in skin cream was applied to regulate transgene expression of microencapsulated 
cells subcutaneously implanted into mice [30]. Meanwhile, 2-phenylethyl-butyrate 
revealed novel antituberculosis compounds in cell culture [31] and 6-hydroxy-nicotine 
enabled multilevel transgene control in mammalian cells [32]. Physical cues, such as 
temperature, could be converted to induce transgene expression in a chicken B cell 
line [33]. Endogenous inducer molecules such as NADH [34], biotin [35, 36], L-arginine 
[37], urate [18], L-tryptophan [38], acetaldehyde [39, 40], or vanillic acid [41] were suc-
cessfully used to trigger product-gene expression in bioreactors, to induce transgene 
expression in mice, for the development of the first prosthetic gene network in mice 
[18], and for the design of synthetic intercellular communication devices of mamma-
lian cells [38].

Daisy chain assembly of well-characterized prokaryotic repressor proteins such 
as ScbR and TetR and fusion to VP16 resulted in a bipartite transcription factor (ScbR-
TetR-VP16) which, at low intracellular concentrations, could reversibly program their 
individual chimeric or hybrid promoters for trigger-adjustable transgene expression 
using γ-butyrolactones and tetracycline, respectively [42]. Interestingly, ScbR-TetR-
VP16 exhibited double-pole double-throw (DPDT) relay switch characteristics at high 
intracellular concentrations. In the genetic DPDT version, tetracycline programs 
ScbR-TetR-VP16 to progressively switch from TetR-specific promoter-driven expres-
sion of transgene 1 to ScbR-specific promoter-driven transcription of transgene 2 
while ScbR-TetR-VP16 flips back to exclusive transgene 1 expression in the absence of 
the trigger antibiotic.

Altogether, the first generation of conditional gene expression systems is a stun-
ning example of the successful implementation of bacterial modules into mammalian 
cells. The research significantly advances the diversity and application portfolio of 
heterologous gene switches.

Chemically-induced Dimerization Mechanisms
In contrast to bacteria-derived transcriptional repressor, proteins in which an actuator 
domain is covalently fused to a DBD of interest, the chemically induced dimerization 
(CID) mechanism triggers recruitment of the AD to a desired DBD or bacterial repres-
sor protein (see Figure 3.3.1c). The basis of this mechanism is the yeast two-hybrid 
system, which was initially developed for screening unidentified protein-protein 
interactions. A DBD was covalently fused to a bait molecule that potentially bound 
a prey domain fused to an actuator domain (for example, transactivation domain 
VP16). Subsequent interaction recruited the AD into proximity of the transcription 
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start site, thereby affecting reporter-gene expression [43]. This principle introduced 
ligand-dependency into a commonly ligand-independent transcriptional system. 
Moreover, ligand-dependent dimerization mechanisms found in all life kingdoms 
were implemented into ligand-insensitive DBDs and ADs. This turned their fusion 
constructs into regulatable transcription devices for mammalian cells [44].

The widely used yeast Gal4 transcription factor requires dimerization before 
binding its cognate DNA operator sequence, or upstream activator sequence (UAS), 
and inducing a downstream gene of interest. However, lacking the original dimeri-
zation domain, Gal4’s DBD fused to alternative dimerization domains that triggered 
homo- or heterodimerization with an equally fused eukaryotic AD, pioneered regu-
latable gene switches (see Figures 3.3.1d and 3.3.1e). For example, the human estro-
gen receptor (hER) [44], the human progesterone receptor (hPR) [45], or the thyroid 
hormone receptor [46] was fused to Gal4 in the same fashion as a transactivation 
domain. This led to its homodimerization upon ligand binding, thereby inducing 
transgene expression. Furthermore, shuffling the DBD (for example, lacI, TetR) or 
the dimerization domains led to heterodimerizing synthetic transcription control-
lers subject to a variety of triggers, including molecules like abscisic acid [47], biotin 
[35], ecdysone [48], rapamycin [49-51], and coumermycin [52] or physical cues such as 
ultraviolet [53], blue [54-56] or red light [57].

Programmable DNA Binders
In the aforementioned mechanisms, the DNA sequence of the operator site is usually 
predetermined by the transcription factor DBD and, if unknown, must be identified by 
biochemical and bioinformatical methods. However, this limitation can be overcome 
by designing novel artificial DBDs, such as the zinc-finger (ZF) domains or transcription 
activator-like effectors (TALE) that can be rationally redesigned to target any designated 
DNA sequence. Both proteins are suitable transcription factors when fused to ADs, but 
lack any ligand-dependence [58-60]. In principle, both proteins can benefit from dimer-
ization mechanisms to build a synthetic ligand-dependent transcription controller. 
However, only ZF has been engineered to respond to rapamycin or hormones [51, 61]. 
In future, programmable DNA binders with nuclease activity might have a large effect 
upon synthetic biology as suitable tools for trigger-controlled genome editing [62-64].

3.3.2.2 RNA-derived Gene Expression Mediators
Aptamers are the most important sensor domains for RNA-based, ligand-dependent 
switching mechanisms. They are short, highly structured RNA molecules that bind 
a trigger molecule with superior affinity and specificity (see Figure 3.3.2a) [65, 66]. 
The development of a powerful selection technique, called SELEX (systematic evolu-
tion of ligands by exponential enrichment), enabled researchers to select novel RNA 
aptamers to virtually any molecule [67, 68].
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Many of these artificial RNA aptamers were selected to specifically bind a wide 
variety of compounds, including small molecules such as antibiotics (e.g., tetracy-
cline, kanamycin [69, 70]), other drugs (e.g., theophylline [71]), proteins (e.g., TetR 
[72]), MS2 coat protein [73], L7Ae [74]), nucleotides (for example, ATP [75]), amino 
acids (e.g., L-arginine [76]), whole cells (e.g., African trypanosomes [77]), and Burkitt’s 
lymphoma cells [78]. The theophylline aptamer is a widely used RNA aptamer. It 
induces a conformational shift upon ligand binding and discriminates the methylated 
analogue of theophylline, called caffeine, with a thousand-fold weaker binding affin-
ity [71, 79]. Capitalizing on the modular construction of RNA controllers, researchers 
engineered RNA-based gene switches by interconnecting aptamers’ molecular rec-
ognition with RNA actuator domains derived from interference RNAs, hammerhead 
ribozymes, splicing domains, or actuating aptamers (see Figure 3.3.2a).

Figure 3.3.2: Schematic illustration of RNA-based, synthetic gene control in mammalian cells. a) RNA-
based biomolecules can be modularly combined to build ligand-sensitive RNA devices that control 
transgene expression. Aptamers are important sensor domains that tightly bind their cognate ligand 
molecules. b) Fusing a sensor aptamer with an actuator aptamer led to theophylline-dependent 
binding of the RNA device to a transcription factor, thereby influencing gene expression. c) Splicing 
efficiency could be regulated by ligand-binding aptamers fused to important splicing domains, such 
as the branching point. d) Aptamers interconnected to shRNA or miRNA domains control transgene 
expression in a ligand-responsive manner. e) Aptamer domains inserted into the 5’-UTR of mRNA mole-
cules can block transgene translation upon binding to their cognate ligand molecules. Also, aptazymes 
introduced into the 5’-or 3’-UTR can regulate mRNA integrity with a trigger.
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Allosteric Ribozymes (Aptazymes)
Hammerhead ribozymes are well-characterized RNA structures that catalyze site-spe-
cific cleavage of RNA molecules [80]. When fused to an aptamer domain, hammer-
head ribozymes can be converted into allosteric ribozymes (called aptazymes), whose 
activity is subsequently controlled by the concentration of the aptamer’s ligand [81]. 
Bioengineers implemented such aptazymes into the 5’-untranslated region (5’-UTR) 
or 3’-UTR of reporter-gene messenger RNA (mRNA), whose self-cleavage activity leads 
either to the removal of the 5’-cap or the 3’-poly A tail. These are both essential struc-
tural components for mRNA integrity and stability (see Figure 3.3.2e). Hence, reporter-
gene expression was controlled by adding the ligand of the aptamer that activates 
the hammerhead ribozyme. This prevented translation or induced mRNA degradation 
[82-85].

RNA Interference
RNA interference (RNAi) is an essential eukaryotic RNA-based gene regulation mech-
anism that capitalizes on the RNA-induced silencing complex (RISC). It can be ini-
tiated by short dsRNA molecules targeted to any desired mRNA molecule, thereby 
inducing degradation or inhibiting translation [86]. The specific RNA molecule can be 
genetically encoded using short-hairpin RNA (shRNA) or miRNA, whose transcripts 
are driven by constitutive or inducible promoters, or introduced into intronic regions 
[87-92]. The transcripts are extensively processed, which is mediated by nucleases 
(including Drosha and Dicer) loading the guide strand of the siRNA on RISC that 
serves as a template for the complementary target mRNA molecules with miRNA rec-
ognition elements (MRE) [93]. Artificial ligand-dependent control over RNA interfer-
ence mechanisms has been achieved using aptamer domains. Incorporating the theo-
phylline aptamer domain into an essential loop region of a shRNA that is usually the 
target sequence for Dicer processing led to efficiently inhibiting shRNA maturation 
by adding theophylline (see Figure 3.3.2d) [94]. Similarly, ligand-responsive miRNAs 
enabled ligand control of Drosha processing and eventual gene downregulation [95]. 

A sophisticated design strategy included fusing an aptazyme to a miRNA pre-
cursor molecule and an inhibitory strand hybridizing with the miRNA sequence. By 
adding the aptamer ligand, the aptazyme was activated and deliberated the miRNA 
analogue, which can be further processed to downregulate a gene of interest [96]. Fur-
thermore, the combination of translational (RNAi) and transcriptional (transrepres-
sor protein) mechanisms was a very effective gene-regulation switch in mammalian 
cells [97].

Artificial Riboswitches
Natural RNA controllers, called riboswitches, are RNA sequences found in messenger 
RNA (mRNA) that can bind molecules by an aptamer domain that transmits the infor-
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mation to an adjacent AD, affecting gene expression [98]. Riboswitches have been 
found in mRNA molecules of prokaryotes, where they regulate transcription termi-
nation or translation initiation [98]. Interestingly, in eukaroytes as single riboswitch 
(TPP riboswitch) has been found so far, which alter gene expression by influencing 
alternative splicing [99]. Artificial riboswitches for ligand-dependent control of gene 
expression in mammalian cells were engineered by introducing aptamer domains 
into the 5’-UTR of gene transcripts (see Figure 3.3.2e). For example, aptamers that 
bound Hoechst dyes, the bacteriophage MS2 coat protein, or the archael ribosomal 
protein L7Ae were successfully used for ligand-dependent gene control [100-102].

Splicing Efficiency
Alternative splicing is an ingenious gene-regulation mechanism in eukaryotes in 
which introns are removed from the pre-mRNA, thereby joining exonic regions and 
forming the mature mRNA. Ligand-dependent control of splicing efficiency in mam-
malian cells was achieved by sequestering the branchpoint sequence with a theophyl-
line aptamer (see Figure 3.3.2b) [103]. Another sophisticated design strategy rewired 
endogenous proteins to regulate splicing via aptamer domains inserted at 5’ or 3’ 
of an intron. Aptamers that bind the MS2 coat protein, subunits of NF-κB (p50 and 
p65), or b-catenin were introduced into human cells, detecting endogenous signaling 
pathway activation and rewiring these signals to efficiently alter splicing patterns of 
reporter transcripts [104].

Aptamer-regulated Aptamers
Aptamers that bind transcriptional repressor proteins such as TetR can potentially 
compete with their cognate DNA operator sequence and control gene expression in 
mammalian cells [72, 105]. By replacing the loop sequence of the TetR aptamer with 
the theophylline aptamer, the resulting RNA device binds and inhibits tTA in a the-
ophylline-dependent manner in human cells transfected with the TetOFF system (see 
Figure 3.3.2a) [105].

3.3.2.3 Protein stability
The protein concentration can also be controlled by its degradation rate, which 
involves the ubiquitin-proteasome pathway in mammalian cells [106]. The main strat-
egy is to covalently or temporarily mark a protein of interest with a degradation signal 
(called degron), enabling recognition by the ubiquitin system and facilitating protea-
somal degradation. The interkingdom transfer of the plant-derived auxin-inducible 
degron (AID) system into mammalian cells is a sophisticated example of this strategy. 
Fusing AID to a protein of interest facilitates an auxin-dependent interaction between 
AID and the transport inhibitor response 1 (TIR1) protein. This subsequently recruits 
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an E2 ligase responsible for polyubiquitylation of AID, marking the entire fusion 
protein for proteasomal degradation [107, 108]. Similar systems use proteins fused 
to destabilizing domains (DD) or ligand-induced degradation (LID) domains. Upon 
ligand binding, the stability of the fusion protein can be positively (DD) or negatively 
(LID) affected [109-113]. In another system, proteins were fused to a bacterial dehal-
ogenase domain (HaloTag) that formed a covalent bond upon adding a haloalkane 
reactive linker [114, 115]. By fusing the linker sequence to hydrophobic moieties, the 
tagged fusion protein was efficiently degraded in mammalian cells [116]. 

3.3.2.4 Surface Receptor-based Gene Control
In contrast to intracellular protein detection of molecules, cells evolved the capability 
to sense many important molecules on their surface by receptors that transmit infor-
mation about extracellular ligand concentrations via signal-transduction pathways. 
An important family of these receptors builds the G-protein coupled receptor (GPCR) 
class, which is one of the largest gene families in humans.

Its molecular structure includes seven transmembrane domains and a C-terminal 
intracellular domain. The C-terminal domain binds to heterotrimeric G proteins trans-
mitting the signal into a cellular response by activating distinct signaling pathways 
[117]. The key endogenous signaling pathways include important second-messenger 
molecules, such as cyclic AMP (cAMP) and calcium (Ca2+). For example, activating 
the Gαs protein leads to the adenylyl-cyclase-dependent accumulation of cAMP that 
subsequently activates protein kinase A. This then phosphorylates a series of target 
proteins, including cAMP-response element binding protein 1 (CREB1) [118]. Finally, 
nuclear-located CREB1 binds DNA-encoded cAMP-response elements and transcribes 
a series of response genes. Similarly, activating the Gαq protein mobilizes phospholi-
pase C (PLC) and protein kinase C (PKC), which cause an intracellular influx of Ca2+. 
Calmodulin, a calcium-binding protein, then associates with calcineurin, which 
dephosphorylates the transcription factor nuclear factor of activated T cells (NFAT), 
and subsequently translocates into the nucleus and drives response gene transcrip-
tion [118].

Synthetic biology takes advantage of GPCRs by engineering the sensory and sign-
aling capabilities of GPCRs and constructing gene switches for therapeutic applica-
tions. For example, receptor chimeras increase GPCR signal-transduction versatility. 
One approach used the sensory part of light-sensing rhodopsin, a GPCR that requires 
the chromophore retinal for light sensitivity. A chimeric receptor with novel transduc-
tion functionality was engineered by replacing its cytoplasmic domain by its cognate 
β-adrenergic receptor domain [119].

This principle has been further extended by developing so-called OptoXRs, 
which are based on rhodopsin’s extracellular and membranous part. However, its 
cytoplasmic domain was shuffled to light-dependently decrease cyclic GMP amounts, 
increase cAMP levels, or activate PLC in mammalian cells [120]. To prevent potential 
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crosstalk between endogenous signaling pathways in designer circuits, engineered 
orthogonal signaling pathways might provide useful for therapeutic applications. 
Such pathways were constructed by capitalizing on the ligand-dependent recruit-
ment of β-arrestin to the cytoplasmic domain of GPCRs. A specific protease domain 
from the tobacco etch virus (TEV) was fused to β-arrestin, while its cognate cleavage 
site functioned as a linker sequence between the C-terminal domain of a GPCR and 
a transcription factor [121]. Upon ligand binding, β-arrestin-TEV was recruited to the 
engineered GPCR, cleaved, and released the transcription factor, which transcribed a 
transgene. Another approach aimed to develop mutated receptors only activated by 
specific small molecules. These receptors, called receptors activated solely by syn-
thetic ligands (RASSLs), lost their original capability to bind their cognate endoge-
nous ligand but bind a novel, pharmacologically inert, synthetic molecule and trans-
duce its signal to their endogenous signaling pathway [122, 123].

GPCRs are also gene switches for therapeutic applications by sensing an endog-
enous trigger molecule or an externally applied signal. For example, an artificial 
insemination device was engineered in cellulose microencapsulated mammalian 
cells by expressing a luteinizing hormone receptor, which induced secretion of an 
engineered cellulase in a lutropin-dependent manner [124]. This sophisticated 
approach led to ovulation-triggered sperm release that successfully fertilized Swiss 
dairy cows. As mentioned above, nature evolved a series of GPCRs that can detect 
light and transmit such physical signals into living cells. This enables transforma-
tion into a biological response. For example, expression of the light-sensitive protein 
melanopsin enabled blue-light-dependent secretion of glucagon-like peptide 1 [125]. 
This optogenetic device also enabled blue-light-controlled glucose homeostasis in a 
type 2 diabetes mouse model.

3.3.3 Design Principles of Complex Gene Networks

Complex gene networks efficiently process environmental input signals into dis-
tinct cellular responses (outputs). Most complex gene circuits are modularly built by 
sensors, such as gene switches, and are interconnected by processing parts that end 
up in a final physiological response, such as oscillatory gene-transcription induc-
tion. Basic research in cell and systems biology aims to dissect and comprehend such 
endogenous gene networks that nature evolved over millions of years. These advances 
enabled biologists to tackle engineering and designing novel, tailored, synthetic gene 
networks with desired functions from the ground-up. The following sections focus on 
a series of engineering strategies for complex gene networks in mammalian designer 
cells performing customized functions.
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3.3.3.1 Functional Mammalian Gene Circuits
Toggle Switches
A synthetic, bistable, toggle switch describes 2 states that alternate by adding 2 dif-
ferent input signals. One of the signals induces the first state (gene expression ON), 
while another input toggles the second state (gene expression OFF). Neither input 
signals is required to maintain the state, but only to interchange into the reversed 
state (see Figure 3.3.3a).

The first synthetic toggle switch described in mammalian cells consisted of 2 con-
structs whose expressions were controlled by each other. In the first construct, a mac-
rolide-inducible promoter transcribed a bicistronic construct, including the strep-
togramin-dependent transsilencer (PIP-KRAB) and an IRES-driven reporter output 
(SEAP). In the second construct a streptogramin-inducible promoter expressed a 
macrolide-dependent trans-silencer (E-KRAB). Upon adding erythromycin (EM, in - 
put 1), E-KRAB detached from DNA, thereby inducing transcription of PIP-KRAB and 
the reporter protein SEAP. This represents state 1. State 2 is induced by adding pris-
tinamycin I (PI, input 2), which represses PIP-KRAB and SEAP transcription. This 
synthetic circuit demonstrated a bistable toggle switch alternated by two different 
antibiotics [126]. Inserting intronically encoded shRNAs that targeted the opposite 
construct enhanced toggle performance significantly [90].

Müller et al. illustrated another toggle switch design in mammalian cells whose 
cellular states could be alternated by illuminating light with different wavelengths 
(see Figure 3.3.3b). The system is based on the light-controllable and chromophore-
dependent interaction of phytochrome B (PhyB) and the phytochrome-interacting 
factor 6 (PIF6) of Arabidopsis thaliana. Upon illuminating light with a wavelength of 
660 nm (input 1) the split-transcription factors TetR-PIF6 and PhyB-VP16 heterodi-
merize and drive transcription of an output protein (state 1). Conversely, when expos-
ing cells to far-red light (740 nm, input 2) heterodimerization is efficiently diminished, 
leading to reporter-output downregulation (state 2) [57].

Synthetic Memory Devices
Synthetic, cellular memory devices are engineered to maintain a distinct cellular 
state after a transient trigger but unlike toggle switches they cannot be reset to the 
prior state (see Figure 3.3.3c) [127]. This principle tracks human cell fate in response to 
ultraviolet light or hypoxia [128]. The network topology includes a synthetic transcrip-
tion factor coupled to a trigger-dependent positive-feedback loop and the expression 
of a reporter protein. Strongly induced subpopulations emerge, exceeding a specific 
reporter-threshold level over multiple generations. They exhibit changes in multiple 
cellular processes, including gene expression, growth rate, and viability [128].
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Figure 3.3.3: Schematic illustration of complex, synthetic gene network behavior and design.  
a) A bistable, synthetic toggle switch interchanges between two discrete cellular states by adding 
corresponding triggers. b) A light-dependent toggle switch based on the red-/far-red-sensitive hete-
rodimerization domains PIF6 and PhyB. PhyB fused to TetR heterodimerized with PIF6-VP16 upon 
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Genetic Band-pass Filters
Genetically encoded band-pass filters enable a physiological response that depends 
on a precise concentration window of an inducer molecule. In contrast to a gene 
switch, in which the inducer molecule alters gene expression depending on its con-
centration, the genetic band-pass system filters a distinct inducer concentration in 
which the physiological response takes place (see Figure 3.3.3d). A band-pass filter 
controlling transgene expression in mammalian cells was designed by adding a 
genetic inverter into the gene network that represses the expression of a transgene by 
higher inducer-molecule concentrations [129]. In brief, tTA regulates the expression 
of 3 constructs containing tetracycline-dependent promoters driving the expression 
of PIP-KRAB, E-KRAB, and by a positive-feedback loop, tTA itself. An erythromycin-
dependent promoter controls the expression of the reporter protein and is repressed 
by E-KRAB. Therefore, low tetracycline concentrations lead to a strong expression of 
E-KRAB, inhibiting reporter expression. However, adding tetracycline lowers E-KRAB 
levels, which induces reporter expression. The genetic inverter is the main component 
of the system, which is realized by another construct encoding the pristinamycin PIP-
KRAB repression and enabling E-KRAB transcription, which then inhibits reporter 
expression [129].

Oscillatory Control of Gene Expression
Oscillatory control of diverse physiological functions plays a large role in biological 
systems. For example, the circadian rhythm in many organisms maintains robust, 
24-hour rhythms of gene expression and other biological functions [130]. Oscillatory 
control of mammalian cell transgene expression is characterized by the autonomous 
and repeated interchange between two expression states of a gene of interest, such as 

illumination of 660 nm wavelength light, inducing transgene expression. However, heterodimeri-
zation and transgene expression could be abolished by far-red light. c) Synthetic cellular memory 
devices maintain a distinct cellular state upon a brief trigger. d) Biological genetic band-pass filters 
enable a physiological response that depends on a precise concentration window of an inducer 
molecule. e) A genetically encoded circuit that oscillates a transgene by switching gene expression 
ON and OFF. f) An intercellular communication system based on sender and receiver cells. The 
sender cells convert the molecule indole into tryptophan that the receiver cells detect and then 
convert ethanol into acetaldehyde and express the reporter protein SAMY. Acetaldehyde then dif-
fuses back to the sender cell, which responds by expressing SEAP. g) An illustration of a truth table 
of an XOR gate with erythromycin and phloretin as inputs and a fluorescent output. h) A synthetic 
circuit that programs for XOR behavior in mammalian cells. Two transcriptional controllers, whose 
activation can be controlled by erythromycin and phloretin, combine to regulate fluorescent-output 
and RNA-binding protein expression. The reporter transcript harbors an RNA motif in its 5’-UTR that 
regulates translation by its cognate RNA-binding protein. The absence or presence of both input 
molecules leads to a cellular OFF state, while the presence of only one input efficiently expresses the 
fluorescent-output protein (ON state).
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a destabilized, fluorescent reporter protein (see Figure 3.3.3e) (ON and OFF). A time-
delayed, negative-feedback loop is a major component of these synthetic oscillatory 
gene circuits. For example, a gene network that consists of tTA-dependent expression 
of green fluorescent protein (GFP) and tTA-autoregulated positive-feedback loop acti-
vates its own promoter and drives the synthetic circuit into the ON state. However, a 
time-delayed, tTA-dependent expression of the pristinamycin I-dependent transacti-
vator (PIT) initiates a negative-feedback loop, comprising an antisense RNA target-
ing the tTA transcript. This represses tTA and GFP expression (cellular OFF state). 
Another cycle is initiated when tTA-controlled PIT levels decrease and tTA expression 
dominates again [131].

A similar approach comprises a tTA-autoregulated positive-feedback loop and 
a tTA-dependent expression of the erythromycin-dependent transactivator (ET1), 
whose exons are separated by an intronically encoded siRNA targeting the tTA-encod-
ing transcript. Additionally, ET1 controls the transcription of a destabilized variant 
of the yellow fluorescent protein. However, the siRNA expression unit is a negative-
feedback loop that downregulates tTA and expression of a fluorescent protein [132].

Fusing TetR to a fluorescent reporter protein resulted in a gene circuit that drives 
oscillatory fluorescent readouts, which is encoded only on one plasmid. This fusion 
construct represses its own transcription, which is controlled by a time-delayed, neg-
ative-feedback loop introduced by long intronic regions upstream of the fusion con-
struct. This also allows for oscillation frequency adjustments [133].

Intercellular Communication Systems
Multicellular biological systems are based on sophisticated, intercellular communi-
cation systems to ensure cell functionality in different tissues and organs and guar-
antee tissue-wide distribution of information and organism survival. For example, 
the hormone epinephrine gets secreted into the bloodstream from specific tissues in 
the central nervous system in response to stress, modulating heart rate and smooth 
muscle cells. Synthetic, intercellular communication systems allow specialized cells 
to notify other cells about a distinct cellular state, which can respond to the specific 
information. Such interactions can include direct interaction by cell surface mem-
brane proteins with receptor proteins on the surface of a neighboring cell (called 
juxtacrine cell signaling). It can also include paracrine interaction, where molecules 
synthesized by a cell are secreted and diffused to distant cells that can detect the 
molecules.

For example, notch signaling mediates juxtacrine cell signaling in mammalian 
cells. Sender cells express a ligand protein (such as the delta protein) on the cell 
surface that binds the notch receptor of the receiving cell. This transactivates and 
induces a transcriptional cascade. Adjustable expression of the key signaling com-
ponents notch/delta followed by sophisticated time-lapse microscopy revealed the 
precise dynamics and spatial distributions [134].
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In another approach, a multicellular consortium consisting of sender/receiver 
and processor cells resulted in a two-way communication system based on paracrine, 
synthetic signaling pathways [38]. Tryptophan synthase-expressing sender/receiver 
cells convert the molecule indole into tryptophan, which is then secreted into the 
medium (see Figure 3.3.3f). Tryptophan is a signaling molecule that diffuses to a pro-
cessing cell unit, which senses elevated tryptophan concentrations. This results in 
the expression of a reporter molecule and alcohol dehydrogenase (ADH). ADH con-
verts ethanol into volatile acetaldehyde that can diffuse back to the sender/receiver 
cell which responds by expressing another reporter protein [38].

In principle, such multicellular consortia enable the construction of sophisti-
cated, higher-order networks, eliminating limitations of single-cell engineering by 
dividing individual workloads into specialized cells that are logically interconnected 
into an artificial microtissue [135].

3.3.3.2 Cellular Mammalian Biocomputing Devices
Despite their extraordinary complexity, decision-making biological processes share 
basic features with electronic devices, which switch a universal signal (electricity) 
between two discrete states (ON and OFF) [6]. By using electronic circuits as blue-
prints, biologists seek to implement synthetic gene networks into mammalian cells. 
These networks perform computational operations, resulting in Boolean logic or fun-
damental arithmetic operations. Living cells can be programmed to convert informa-
tion about two input molecules into one output by performing logic calculations.

Logic Gates
Boolean logic gates including NAND, NOT IF, and NOR signal integrations were engi-
neered by a series of synthetic transcription controllers regulated by small molecule 
inputs [136]. Artificial hybrid promoters encoding binding sites for up to 3 different 
transcription controllers enable transgene expression logics depending on various 
small molecules. In a circuit that programs mammalian cell NOR logic behavior, 
E-VP16 allows PIP-VP16 expression in an erythromycin-dependent manner. PIP-VP16 
expresses a reporter gene that is only expressed in the absence of both inducer mol-
ecules. In contrast, a hybrid promoter expressing a reporter gene and consisting of 
binding sites for 2-(1’-hydroxy-6-methylheptyl)-3-(hydroxymethyl)-butanolide (ScbR-
VP16)- and pristinamycin- (PIP-KRAB-)dependent transcriptional controllers results 
in a NOT IF behavior of the synthetic circuit in mammalian cells [136].

Similarly, certain combinations of synthetic transcription controllers that tran-
scribe miRNAs control the quantity of mRNA molecules encoding a fluorescent output 
protein enabling a series of logic gates [137]. Another sophisticated circuit was based 
on transcriptional and posttranscriptional modules and programmed to logically 
detect intracellular cancer cell states by taking advantage of endogenous miRNA pro-
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files [138]. The program successfully discriminates between noncancer and cancer 
cells and activates a killer switch upon detection of tumor cells. Dimerizable tran-
scription factors also show a dual-promoter integrator behaving as an AND gate if 
signaling pathways are activated, such as in malignant cells, expressing a proapop-
totic protein [139]. Furthermore, the combination of two CID systems led to an AND 
logic gate with superior kinetic parameters [140].

Biocomputing Devices
Half-adders and half-subtractors are the basic circuits that perform any arithmetic 
calculation in digital electronics. In a combinatorial plug-and-play manner, synthetic 
transcriptional and posttranscriptional controllers can be rewired to program mam-
malian cells to run XOR, half-adder, or half-subtractor operations [17]. For example, 
combining the phloretin- and erythromycin-dependent transcription controllers that 
regulate the expression of a reporter-gene transcript (which harbors an RNA motif 
in its 5’-UTR) with an RNA controller-inhibiting translation of the complementary 
reporter transcript led to the first XOR gate in mammalian cells (see Figures 3.3.3g and 
3.3.3h). The circuit activation completely depends on the presence of one of the 2 input 
molecules. It is turned off if no input or both inputs are present (see Figures 3.3.3g 
and 3.3.3h). Implementing another N-IMPLY or AND gate into the XOR background 
enables a logic rewiring of an additional output signal, resulting in half-subtractor 
or half-adder operations, respectively. This study illustrates the highly complex, mul-
ticomponent, synthetic circuits in mammalian designer cells that are the basis for 
biocomputers, which may provide novel prospects for future therapeutics.

3.3.4 Applications of Gene Switches in Cell-based Therapies

Cells possess many obvious advantages for self-regulating treatment of chronic dis-
eases. First, they autonomously produce or secrete desired therapeutic molecules, 
such as biologics or bioactive small molecules, replacing potentially lifelong, high-
dose drugs. Second, cells can be engineered with sensory modules to detect potential 
disease states much earlier than when patients notice symptoms, which often occurs 
in a late stage of a disease. Third, by taking advantage of the complex signal-process-
ing machinery of cells, smart designer cells can integrate a series of metabolic mol-
ecules into a customized therapeutic response. In contrast to small-molecule drugs 
or biologics, therapeutics using the extraordinary complexity of mammalian cells 
provide novel opportunities, including intelligent and autonomous treatment strate-
gies mimicking biocomputing organs [1, 6, 7].

There are several ways to introduce or graft engineered cells into the patient’s 
body. For example, cells harvested from the host can be cultured and engineered 
ex vivo before they are reinjected into the host (autotransplantation). This proce-
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dure was effective in a human clinical trial, where host-derived T cells were modi-
fied ex vivo with a chimeric antigen receptor that targeted malignant B cells to treat 
chronic lymphoid leukemia [141]. Stem-cell therapy and regenerative medicine are 
based on autotransplanting reprogrammed cells or whole tissues. Research has also 
focused on microencapsulating engineered allogeneic cells. This has several advan-
tages (see Figure 3.3.4a): The cells are protected from the host immune system, the 
body is shielded from the engineered designer cells, and the encapsulation-material 
pore size can be tuned for tailor-made responses [142, 143]. The selectively permeable 
polymer-gel matrix can be built up with sodium alginate-generating microbeads of a 
desired diameter when it comes in contact with positively charged calcium ions [144]. 
Cell microencapsulation is suitable for proving functionality of synthetic therapeutic 
gene networks in mice. This provides the opportunity for cells to tap into the host’s 
metabolism and intervene with customized therapeutic responses (see Figure 3.3.4a) 
[1, 18, 142]. Cell therapy holds great promise as the next generation of therapeutic 
treatment strategies and could potentially be a huge market for the pharmaceutical 
industry [145].

3.3.4.1 Exogenously-controllable Cell Implants (Open-loop Systems)
Cells engineered with sensor modules that detect exogenous ligands can secrete a 
protein of interest by exogenously administering the ligand representing so-called 
open-loop systems (see Figure 3.3.4b). For example, human T cells were engineered 
with an RNA-based synthetic gene circuit that included aptazymes, which responded 
to theophylline [82]. Administering theophylline into the bloodstream inactivated 
self-cleavage of theophylline-responsive aptazymes that were integrated into the 
mRNA of a potent proliferation-enhancer protein, interleukin-2 (IL-2). As a result, IL-2 
expression induced the proliferation of the engineered T cell population. However, 
upon theophylline withdrawal, the activated aptazymes reduced IL-2 protein levels, 
leading to apoptosis and a reduced T cell population [82]. Another remote-controlled 
system based on the temperature-sensitive, transient-receptor, potential cation-chan-
nel subfamily V member 1 (TrpV1) and iron-oxide nanoparticles allows radio wave-
induced secretion of engineered insulin of tumor xenografts, lowering blood glucose 
levels in mice [146]. By decorating an engineered TrpV1 protein with antibody-coated, 
iron-oxide nanoparticles, transgene-expression induction is remotely controlled by a 
low-frequency magnetic field heating the nanoparticle microenvironment, resulting 
in TrpV1 activation.

A series of microencapsulated cells harboring gene switches sensitive for various 
exogenous ligand molecules were implanted into mice to secrete a protein of interest 
(see Figure 3.3.4b). In addition to the tetracycline/doxycycline-inducible transgene-
expression systems, other antibiotics have been used in mice to control protein secre-
tion into the bloodstream. For example, an erythromycin-dependent gene switch was 
engineered into microencapsulated cells that were implanted intraperitoneally into 
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mice [28]. Upon administration of the macrolide, SEAP expression was induced and 
detected in mouse plasma. Other molecules, including drugs and vitamins, have been 
used to control transgene expression in mice [35, 147]. For example, the hypertensive 
drug guanabenz binds and dose-dependently activates the trace-amine-associated 
receptor 1 (cTAAR1), which triggers a synthetic signaling cascade that induces the 
expression of the peptide hormones GLP-1 and leptin. In mice developing symptoms 
of the metabolic syndrome this three-in-one treatment strategy was able to simultane-
ously attenuate hypertension (guanabenz), hyperglycemia (GLP-1) as well as obesity 
and dyslipidemia (GLP-1, leptin) [147].

However, other ligand-administration routes, including the airway, skin creams 
or food additives, work well in mice (see Figure 3.3.4b). Microencapsulated cells 
engineered with an acetaldehyde-inducible regulation (AIR) system and implanted 
into mice were sensitive to increased acetaldehyde concentration in the atmosphere, 
inducing SEAP expression and secretion into the mouse bloodstream [39]. Another 
sophisticated approach used cells modified to sense the apple metabolite phloretin, 
which was mixed into a skin cream. Applying the cream onto the skin of mice that har-
bored subcutaneous phloretin-sensitive cell implants revealed SEAP secretion into 
the blood [30]. The licensed food additive vanillic acid (VA) induced SEAP expres-
sion when added to the food of mice [41]. The amino acid tryptophan also induced 
transgene expression in mice when added to food [38].

Recently, optogenetics made impressive advances in the field of neuroscience 
by using light as a convenient trigger. Dosage can be precisely and noninvasively 
controlled. Wavelength can be altered to reach maximum skin penetration, and the 
spatiotemporal resolution is outstanding. Biologists took advantage of optogenetic-
derived tools to reprogram light-insensitive mammalian cells to become light-sensi-
tive [142, 148]. For example, a blue-light-dependent dimerization mechanism, called 
light-on, resulted in the homodimerization of a fusion protein consisting of Gal4 and 
the light-oxygen-voltage (LOV) domain vivid. This induced transgene expression in 

Figure 3.3.4: Mammalian designer-cell implants trigger transgene expression in vivo. a) Cell 
implants consist of engineered cells that are microencapsulated into alginate-poly(L)-lysine-alginate 
beads, which protect the designer cells from the host immune system. Such cell implants can be 
plugged into the host metabolism, enabling engineered cells to sense the appropriate exogenous 
or endogenous trigger molecule. A synthetic circuit processes the information into a customized 
(therapeutic) output signal. b) Exogenous triggers for cell implants can be applied by electromagne-
tic waves, injections of small molecules or proteins, skin creams harboring inducer molecules, the 
airway, or specific dietary additives. c) The first prosthetic gene network, called uric-acid-responsive 
transgene expression (UREX). A urate-sensitive transporter protein translocates extracellular urate 
into the cytosol of engineered cells. A urate-dependent transcription controller (mUTS) represses the 
expression of a secreted variant of a urate oxidase (smUox), but detaches from its cognate operator 
sequence upon urate binding. This autonomously activates the prosthetic gene network. The thera-
peutic response lowers uric-acid levels in the blood therefore rebalancing homeostasis.



 

164   3 Genetic Engineering of Cells

mammalian cells [55]. Transfection of type 1 diabetic mice with LightOn components 
modified for blue-light-dependent insulin secretion revealed a drop in blood glucose. 
A GPCR approach based on melanopsin-engineered microencapsulated cells was 
used for the blue-light-dependent control of a glucagon-like peptide 1 known to regu-
late blood-glucose homeostasis in diabetic mice [125]. This circuit is specially suited 
for therapeutic applications as it is based on fully human-derived components and 
uses vitamin A as cofactor.

3.3.4.2  Prosthetic Gene Networks as Therapeutic Cell Implants  
(Closed-loop Systems)

To exhaust the maximum potential of cell-based therapies, engineered designer cells 
should operate completely independently when plugged into the host organism. This 
enables autonomous detection of the disease state, logic intracellular processing, 
and self-regulated therapeutic intervention by fine-tuned secretion of functional mol-
ecules equilibrating homeostasis. Such synthetic sensor-effector gene networks are 
called prosthetic gene networks, as they are engineered to correct metabolic distur-
bances in the body. Their autonomous capability to rebalance metabolic homeostasis 
makes them closed-loop systems (see Figure 3.3.4a).

The first prosthetic gene network was constructed to autonomously treat gouty 
arthritis [18]. Abnormally high uric-acid levels in the bloodstream characterize this 
metabolic disorder, leading to hyperuricemia and deposition of uric-acid crystals in 
the kidney and other organs (see Figure 3.3.4c). The synthetic circuit consists of a 
transmembrane protein, called URAT1, which catalyzes the transport of extracellu-
lar urate into the cytosol of mammalian cells. A sensor protein derived from Deino-
coccus radiodurans, HucR, fused to the transsilencer domain KRAB, resulted in a 
mammalian urate-dependent transsilencer (mUTS). This introduced urate-sensitive, 
transgene expression into mammalian cells. Upon urate binding, mUTS detaches 
from its cognate DNA operator sequence, enabling transgene expression (see Figure 
3.3.4d). Since urate sensitivity is linked to the expression and secretion of a urate 
oxidase (Uox) that converts urate into a renally secretable molecule, called allan-
toin, the synthetic circuit represents a closed-loop system. Microencapsulated cells 
engineered with this prosthetic gene network and implanted into mice reduced urate 
levels in serum and urine [18].

In summary, microencapsulated, mammalian designer cells are an efficient and 
autonomous treatment strategy for metabolic disorders. In future, even more complex 
circuits, such as biocomputers that sense a series of biomarkers and process such 
information into a customized therapeutic response, could pave the way for the next 
generation of cell-based therapeutics.
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3.3.5 Conclusion and Outlook

During the past decade the number, diversity, and complexity of synthetic mam-
malian gene switches increased considerably. This large portfolio of functionally 
compatible gene switches enables their rational assembly to complex synthetic net-
works whose topologies, dynamic behavior, and processing capacity are starting to 
reach the complexity of metabolic networks. It is therefore conceivable to engineer 
designer cells containing sophisticated synthetic gene networks that upon implanta-
tion interface with host metabolism and sense and correct metabolic disturbances 
in a seamless and self-sufficient manner. The first pioneering studies reporting the 
use of designer cells incorporating prosthetic networks for the treatment of metabolic 
disorders in animal models are very promising. However, despite applying a rigorous 
design cycle alternating model-based predictions with molecular implementation, it 
remains challenging to engineer network topologies that match the dynamics and 
sensitivity of endogenous metabolic networks and so provide a functional physio-
logic interface. Also, the functional interdependence and spatial distribution of many 
pathologies will require multilayered networks that coordinate multiple inputs with 
several therapeutic outputs across different cell types and organs. Although the first 
intercellular communication networks and biocomputers have successfully passed 
the proof-of-concept phase the robustness, reliability, predictability and processing 
capacity of these devices will need to be significantly improved. However, synthetic 
networks and designer cells have all it takes to complement and replace drug-based 
therapies and become the treatment strategies of the future. 
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3.4  Rational Approaches for Transgene Expression:  
Targeted Integration and Episomal Maintenance

Natascha Kruse, Shawal Spencer, and Dagmar Wirth

Summary/Overview
Genetic modification of mammalian cells is a convenient method to specifically alter 
cellular properties. Applications range from the investigation of gene function and 
regulation, the utilization of cells as cell factories, e.g., for the production of recombi-
nant proteins, but also for designing and adapting the cells for defined purposes like 
drug screening.

In the last 30 years until today the strategies to genetically modify cells relied 
on random integration of expression cassettes into the genome. As such, they are 
accompanied by chromosomal position effects that dramatically modulate the tran-
scriptional performance of incoming vectors. Accordingly, screening is required to 
isolate cell clones with the expression properties of interest. Meanwhile, methods 
emerged that allow introducing specific changes at defined positions in the genome. 
This increases the predictability of modifications and paves the way for a rational 
design of cells.

In this chapter, we give an overview on the chromosomal elements that have a 
dominant influence on the transcriptional activity of transgenes upon integration. 
(For other cellular processes that affect transgene expression such as posttranscrip-
tional and posttranslational modifications the reader is referred to Chapters 3.3, 
3.5 and 4.1.) Further, we describe various strategies for exploiting defined chromo-
somal sites for targeted integration of expression cassettes. This comprises methods 
based on site-specific recombinases such as Flp, Cre and ФC31, supporting the tar-
geted integration of transgenes or recombinase-mediated cassette exchange (RMCE) 
in a highly efficient manner. As well, homologous recombination is described. This 
method gained importance for the modification of somatic cells and cell lines with 
the recently emerged strategies to induce double strand breaks (based on meganucle-
ases, zinc finger nucleases, TALE nucleases and the CRISPR/Cas9 system). We discuss 
the exploitation of bacterial artificial chromosome (BAC) vectors to avoid chromo-
somal position effects. Finally, we briefly describe the utilization of episomal vectors 
to avoid integration-associated variability of gene expression.

3.4.1 Introduction

The generation of genetically modified cells involves the transfer of recombinant DNA 
(e.g., plasmids) encompassing the regulatory elements (promoters and enhancers) as 
well as effector sequences encoding proteins or regulatory RNAs, which are usually 
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combined with selection markers or reporters. Upon physico/chemical transfer of the 
plasmids into the cells (e.g., by DNA/calcium phosphate coprecipitation, electropo-
ration, lipofection, or nucleofection) cellular repair mechanisms sense the incom-
ing recombinant DNA. The activation of these repair mechanisms usually results in 
illegitimate recombination and integration of the recombinant DNA into the cellular 
chromosomes. A significantly more efficient method to achieve stable chromosomal 
integration of transgenes is provided by retro- or lentiviral gene transfer by which 
viral integrases ensure the efficient insertion of the reverse transcribed recombinant 
vector DNA [1-3]. Also, transposase mediated integration of expression cassettes has 
emerged as a powerful tool for efficient integration of transgenes (see [4] for review).

Independent of the method used to transfer the recombinant DNA: once inte-
grated into the genome, the nature of the integration site turns out to be a crucial 
factor that affects the level and stability of expression over time and eventually also 
the regulation of transgene expression. In random transfer protocols, the chromo-
somal site of transgene integration is an unpredictable parameter and is the main 
cause of heterogeneity of expression in individual cell clones. This is usually summa-
rized as the “position effect” [5-7] (see Figure 3.4.1a). Transfer of DNA using the above 
mentioned methods results in nondirected integration of the DNA without any specific 
preferences to particular chromosomal sites. Still, integration is ‘semirandom’ since 
the various transfer protocols exert a certain bias with respect to the ‘nature’ (e.g., 
the accessibility or specific properties) of the chromosomal integration sites. As such, 
the methods differ with respect to the probability with which transgenes integrate, 
e.g., into transcriptionally active sites, into promoter regions, into coding sequences, 
or into intergenic regions. This affects the probability with which transgene integra-
tion can cause deregulation or accidental disruption of endogenous genes. For many 
applications the deregulation of endogenous genes by the integration event is not a 
relevant issue. However, the nature of the integration site is of particular concern in 
gene therapy applications, and can have deleterious consequences. 

The pattern and distribution of integration sites obtained with the different pro-
tocols has been investigated. Transposase mediated gene transfer protocols show 
equal integrations into exons, introns, and intergenic regions and less preference for 
promoter-near regions [8, 9], summarized by [10]. In contrast, γ-retroviral transfer 
is characterized by a preference for promoter regions, while lentiviral vectors more 
frequently integrate into coding sequences [11, 12].

3.4.2  Chromosomal Elements that Modulate Transgene Expression upon 
Integration into the Cellular Chromosomes

In the last decades, a number of different regulatory DNA elements have been identi-
fied. These elements contribute to the expression of gene cassettes once integrated 
into the host’s chromosomal DNA by mechanisms that are different from classical 
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enhancer/silencer effects. Although in some cases distinct sequence motifs have 
been identified, these elements are largely operationally defined. The characteriza-
tion of such elements is challenging and in the focus of ongoing research activities. 
However the characterization is not always straightforward since their function is 
often manifold and the functions of differently designated elements can overlap. In 
many cases, a pronounced context dependency suggests that the underlying princi-
ple is of complex nature.

In the following a few of the better characterized transcriptionally active ele-
ments are described.

3.4.2.1 Scaffold-/Matrix-Attachment Regions (S/MARs)
Matrix-associated regions or matrix-attachment elements (MARs) were initially iden-
tified by their specific (re)association with the nuclear matrix (i.e., the remnants of a 
salt-extraction protocol), whereas scaffold-attachment elements (SARs) were mostly 
characterized by their (re)association with nuclear scaffolds (i.e., the remnants of a 
lithium 3,5-diiodosalicylate (LIS, a mild detergent) extraction procedure [13]). The 
observation that the elements recovered by the reassociation methods are identical or 
closely related has coined the consensus-term “S/MAR” and is nowadays used inter-
changeably for these elements.

S/MARs are AT rich sequences of about 300 to 3,000 bp and are spaced about 
every 30 kb in mammalian genomes [13, 14]. They associate with the nuclear scaf-
fold proteins and form chromatin loops, thereby establishing separate chromatin 
domains. S/MARs are cis-acting elements. They are responsible for the arrangement 
of chromatin in domains especially at the time of nucleosome formation [15]. This sep-
arate domain thereby insulates the polynucleosomes from the topographical effects, 
i.e., effects from the neighboring regulator elements that might have some kind of 
influence on the integrated cassette. The classical SAR elements were reported to be 
present at the putative borders of numerous chromatin domains adjacent to enhancer 
elements [16]. Interestingly, genomic S/MARs were also found close to retroviral inte-
gration sites, suggesting that the specific DNA structures favors viral integration [17]. 
Mechanistically, SARs are considered to be responsible for exposing single strands 
of DNA, be it by unwinding, by the formation of cruciform, slippage, or triple helical 
structures which may all follow the buildup of negative super helical tension [17]. It 
has been shown that bending and/or torsional stress is necessary for the unpairing to 
occur [18]. Such kind of unpairing is implicated to be of major importance in creating 
an open complex formation in transcription [19]. Based on the sequence motifs and 
structural properties, several in silico tools have been designed to predict the S/MAR 
elements [20-22].

It could be shown that S/MARs can increase transgene expression upon random 
transfer of expression cassettes [23]. By integrating S/MAR elements into expression 
vectors transgene expression is more stable for longer time periods [24]. S/MARs have 
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also been integrated in retroviral vectors, thereby giving rise to higher titers [25] and 
higher levels of expression in infected cells which were found to be more resistant to 
silencing [26] and in plants at the site of a T-DNA integration event [27].

Accordingly, S/MARs were also exploited for protein production in CHO cells. 
Several studies show that S/MARs can increase the levels of protein production and 
an overall proportion of high-producer cells. This not only reduces the number of cell 
clones to be screened but also decreases the time of production [28-30].

3.4.2.2 Insulators
The organization of the eukaryotic genome in distinct functional domains necessi-
tates the presence of elements that form discrete interdomain boundaries and help 
in maintaining the identity of such domains. One such class of cis-acting boundary 
elements is called chromatin insulators [31-33]. Insulators do not have a transcrip-
tional activity of their own and must be physically present between the promoter and 
enhancer/heterochromatin in order to provide the insulation from the respective tran-
scriptional effects (see Figure 3.4.1b). While the impact of proteins for insulation is 
established, recent studies suggest also RNA-based mechanisms to play a role in the 
insulation function [34].

The CTCF proteins are reported to play a central role in the appropriate functioning of 
insulator elements. These proteins bind to insulator elements and are thought to be 
involved in establishing higher-order chromatin structures, which affect gene expres-

Figure 3.4.1: a) Unshielded expression. Upon integration into the genome, the expression cassette 
is exposed to chromosomal influences from various distal regulatory elements that might have 
negative or positive effects on transgene expression. b) Shielded expression. Certain chromosomal 
elements (e.g., insulator, UCOE, indicated as yellow boxes) can shield the transgene thereby 
eliminating not only the negative influences but also positive ones.
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sion [32, 35]. In addition to their structural function, CTCF proteins are thought to 
affect local genomic DNA methylation by binding to and excluding DNA methyltrans-
ferases from the region, thus regulating gene expression [36]. CTCF binding itself 
appears to be sensitive to methylation and the lack of CTCF binding is associated with 
default methylation.

Two kinds of functional properties have been attributed to insulator elements 
that arise from their positional activity [37, 38] “enhancer blocking insulation” and 
“barrier insulation”. Insulators that prevent interaction between the enhancer 
element and a promoter are called “enhancer blockers”. For this kind of insulation 
it is proposed that 2 insulators interact with each other to form a chromatin loop that 
physically separates the enhancer and promoter in 2 separate chromatin domains. 
“Barrier insulators” protect promoters from silencers if integrated in between the 
two. The underlying model for this functional aspect is based on the observation that 
insulator elements usually have an open chromatin structure. They show a defined 
pattern of histone acetylation and methylation marks representing an active histone 
state. Together, this is thought to stop the spread of heterochromatin.

Some native insulators elements possess both functional attributes. This includes 
mouse short interspersed elements (SINE) [39], the chicken hypersensitive HS4 (cHS4) 
element and the Drosophila melanogaster gypsy SF1 insulator. To shield transgene 
cassettes from the neighboring chromosomal environment, insulators have been 
integrated into expression cassettes. In particular, they were employed in lentiviral 
and γ-retroviral vectors aiming at improvement of safety and performance (e.g., [40-
43]. In general, the insulators seem to increase the likelihood and/or consistency of 
transgene expression ([44, 45] for review). However, the performance is affected by 
the nature, size and the orientation of the insulator element as well as the promoter 
and cell types used. Moreover, it has been shown that the incorporation of insulators 
in lentiviral vectors can also cause additional effects that contribute to overall expres-
sion properties: e.g., it has been shown that they alter the preference of viral integra-
tion sites [42] or the transcriptional termination [40].

A major drawback with using the insulators for vector design is their massive size 
(2.5 kb in case of cHS4 with 1.25 monomeric units). This makes construction of expres-
sion cassettes a tedious task and limits the application in retroviral vectors. Moreover, 
a significant reduction in the viral titers has been observed especially when used in 
double copies [46].

3.4.2.3 Ubiquitously Acting Chromatin-Opening Elements
Another type of chromosomal elements concerns the so-called ubiquitously acting 
chromatin-opening elements (UCOEs). UCOEs comprise of 2 divergent promoter ele-
ments, which flank a CpG island and are found upstream of several housekeeping 
genes. These elements are supposed to have an open chromatin conformation in 
most cell types. The 2 best investigated UCOEs are derived from the murine riboso-
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mal protein S3 (RPS3) locus and the human HNRPA2B1-CBX3 locus. They have been 
investigated in various studies in a number of different configurations. They have 
been shown to confer stable transgene expression when integrated in expression 
vectors [47]. Moreover, they can prevent epigenetic silencing in lentiviral vectors [48, 
49]. Recently, it has been shown that the intrinsic splicing signals can be eliminated 
without compromising the function of UCOEs, thereby increasing the safety of these 
elements [50].

3.4.2.4 Locus Control Regions (LCRs) 
LCRs have been operationally defined as chromosomal DNA elements that provide 
copy number dependent and position independent properties. They are involved in 
regulation of entire loci or clusters of, e.g., developmentally regulated genes. LCRs are 
constituted by different moieties that include typical cis-acting elements like insula-
tors, silencers, enhancer, S/MARs elements etc. where each of these cis elements has 
a differential affect on gene expression. It is their collective activity that justifies the 
functional definition as LCR to a particular locus. The components LCRs commonly 
colocalize to sites of DNAse I hypersensitivity (HS) in the chromatin of target gene 
expressing cells. The most prominent activity of LCRs is their strong transcription 
enhancing activity, as was studied in detail in case of the human developmentally 
regulated β-globin locus [51]. The functional role of LCRs became evident with studies 
in transgenic mice where it was determined that the LCR was responsible for devel-
opmental expression of the ɛ-globin genes [52, 53]. LCRs are mostly located upstream 
of their target gene. Less frequently, they are found in introns, as is the case for the 
human adenosine deaminase (ADA) LCR, or downstream of the gene they regulate, 
like the CD2 LCR [54] or TH2 LCRs [55, 56].

The most widely accepted model of LCR action is the looping model [53, 57]. 
According to this model the 5’ hypersensitive site of the LCR forms a folded structure 
where the hypersensitive sites are in the core and act as docking site for the transcrip-
tion factors. This folded structure of the LCR physically forms a loop that brings the 
enhancer with bound transcription factors in close proximity to the gene promoter 
allowing an interaction between the distant enhancer with the promoter. This interac-
tion between promoter and enhancer allows the formation of a functional transcrip-
tional apparatus by sharing LCR-bound coactivators and transcription factors with 
the basal transcription apparatus present at the promoter [51].

LCRs have been employed for gene therapy of sickle cell disease and 
β-thalassemias by inserting them into retroviral vectors [58-60]. Of note, different 
reports are found concerning the ability of LCRs to confer position independent 
expression: while in some studies position independent expression was confirmed 
[61, 62] other studies do not observe this property [58]. In this respect, a report is of 
interest that shows that the particular design of the expression cassette can contrib-
ute to this property [63].



 

 3.4 Rational Approaches for Transgene Expression   179

Several studies concern the question if LCRs can prevent deregulation of cellular 
genes flanking the integration site of transgenes. While some assays showed no influ-
ence on deregulation (mutagenic potential) [64], reduced risk for insertional deregu-
lation was observed in other settings [65] suggesting that this function is dependent 
on the setting/constellation of LCR, transgene, and endogenous genes.

3.4.2.5 Potential of Chromosomal Elements for Biotechnology
The application of chromosomal elements for design of expression vectors is of par-
ticular interest for the development of therapeutic vectors since these elements could 
shield the transgenic expression cassettes and thereby avoid interference with the 
host cell’s genes through cis-effects [66]. If successful, this could improve the safety of 
gene therapy strategies. However, despite some promising reports, the predictability 
of all such genetic elements in routine vector application remains moderate. This is 
because our knowledge of the underlying mechanisms is still rather incomplete. In 
particular, the question how an element will work in a different genomic environ-
ment, in different organisms and at different stages of development still remains 
largely unanswered. This currently impairs the predictability in employing these ele-
ments as ‘building blocks’ in gene expression vectors.

3.4.3 Exploitation of Chromosomal Hotspots by Targeted Integration

To deal with the heterogeneity of gene expression upon random integration of cas-
settes into the host’s chromosomes, standard protocols employ screening procedures 
to identify those integration events that meet the requirements for transgene expres-
sion (e.g., stable or regulated expression). This imposes a limitation, in particular 
when resources for screening are restricted and/or if the monitoring of transgene 
expression is not straightforward. Thus, efforts have been undertaken to develop 
novel strategies for predictable, reliable, and, most importantly, effective manipula-
tion of mammalian cells. The recently emerged methods are designed to target expres-
sion cassettes to preselected chromosomal loci, in particular chromosomal sites, 
which support high level of expression (so-called ‘hotspots’). Following such strate-
gies, the unpredictability associated with the random integration of expression cas-
settes is overcome or at least reduced since the modulation mediated by the particular 
chromosomal site is known. In particular, when repeatedly the same integration site 
is used the requirement for large-scale screens for every new transgene that needs to 
be expressed is obviated (Figure 3.4.2).

In the following, we describe the use of strategies based on site-specific recombi-
nases as well as strategies that rely on the cellular ability to integrate DNA by homolo-
gous recombination. These strategies are summarized in Figure 3.4.3.



 

180   3 Genetic Engineering of Cells

3.4.3.1  Site-specific Recombination for Genetic Modification of Chromosomal Sites 
in Mammalian Cells

In some species, site-specific recombinases have been identified that exclusively bind 
to and recombine short DNA motifs, so-called recombination targets (RTs). These 
recombinases play a pivotal role in the life cycles of many microorganisms including 
yeast, bacteria, and bacteriophages [67]. The recombinases can catalyze intra- and 
intermolecular reactions, namely DNA integration, excision, or inversion (see below). 
The observation that site-specific recombinase systems can be transferred to heterolo-
gous organisms paved the way to exploit these systems for highly efficient and precise 
targeted manipulation and reengineering of many different genomes including mam-
malian cells.

Recombinases and Mode of Action
Most of the recombinases fall in 2 main families: serine recombinases and tyrosine 
recombinases. The names indicate the amino acid present at the active site of the 
enzyme that catalyzes the recombination reaction. The recombinases that are rou-
tinely used for genetic engineering purposes are described in the following.

The 2 major family members of tyrosine recombinases are Cre and Flp. Cre 
(“causes recombination”) recombinase was derived from the P1 bacteriophage. The  

Figure 3.4.2: Random versus targeted integration. Random integration of transgene cassettes leads 
to high levels of clonal heterogeneity due to the nature of the respective chromosomal integration 
site. If a particular site that supports expression is targeted (a chromosomal hotspot), predictable 
expression pattern are obtained in the subclones thereby eliminating large-scale screening efforts.



 

 3.4 Rational Approaches for Transgene Expression   181

A
) 

C
la

ss
ic

al
B

) 
E

nh
an

ce
d 

by
 in

du
ce

d 
D

S
B

s
 

(m
ed

ia
te

d 
by

 Z
F

N
, T

A
LE

N
, C

R
IS

P
R

/C
A

S
)

In
 v
iv
o

 h
o

m
o

lo
g

o
u

s 
re

co
m

b
in

at
io

n
 t

o
in

te
g

ra
te

 e
xp

re
ss

io
n

 c
as

se
tt

es

Fi
gu

re
 3

.4
.3

: S
tra

te
gi

es
 to

 re
us

e 
ch

ro
m

os
om

al
 h

ot
sp

ot
s 

fo
r t

ra
ns

ge
ne

 e
xp

re
ss

io
n.

 le
ft)

 C
hr

om
os

om
al

 h
ot

-s
po

ts
 id

en
tif

ie
d 

by
 ra

nd
om

 in
te

gr
at

io
n 

of
 R

T 
si

te
(s

) 
to

ge
th

er
 w

ith
 a

n 
ex

pr
es

si
on

 ca
ss

et
te

 ca
n 

be
 re

us
ed

 b
y 

in
te

gr
at

in
g 

a 
ca

ss
et

te
 o

f i
nt

er
es

t t
ha

t e
nc

od
es

 th
e 

sa
m

e 
RT

 s
ite

s 
ei

th
er

 b
y 

ta
rg

et
ed

 in
te

gr
at

io
n 

or
 b

y 
RM

CE
. m

id
dl

e)
 D

ire
ct

 in
te

gr
at

io
n 

of
 e

xp
re

ss
io

n 
ca

ss
et

te
s 

in
to

 ch
ro

m
os

om
al

 h
ot

sp
ot

s 
vi

a 
ho

m
ol

og
ou

s 
re

co
m

bi
na

tio
n.

 E
ffi

ci
en

cy
 o

f h
om

ol
og

ou
s 

re
co

m
bi

na
-

tio
n 

is
 in

cr
ea

se
d 

by
 d

ou
bl

e-
st

ra
nd

 b
re

ak
s.

 ri
gh

t) 
A 

BA
C 

ve
ct

or
 th

at
 co

nt
ai

ns
 a

 h
ot

sp
ot

 e
ng

in
ee

re
d 

w
ith

 th
e 

ex
pr

es
si

on
 ca

ss
et

te
 ca

n 
be

 in
te

gr
at

ed
 ra

nd
om

ly
 

in
to

 th
e 

ge
no

m
e 

of
 th

e 
ho

st
 ce

ll 
si

nc
e 

tra
ns

ge
ne

 e
xp

re
ss

io
n 

w
ill

 b
e 

co
nt

ro
lle

d 
by

 th
e 

BA
C 

en
co

de
d 

se
qu

en
ce

s.



 

182   3 Genetic Engineering of Cells

34 bp recombination target (RT) site for Cre was named loxP (“locus of crossing (x) 
over, P1”). It comprises a 13 bp inverted repeat that flanks an 8 bp spacer region 
(Figure 3.4.4). Studies have shown that Cre binds to the LoxP as a dimer. Cre works 
optimally at 37 °C and above [68]. The other tyrosine recombinase, Flp, was identi-
fied in Saccharomyces Cerevisiae. Flp recombinase recognizes and binds to their sites, 
called the FRT sites, comprising 3 repeat regions flanking the unique spacer sequence 
(Figure 3.4.4).

Tyrosine recombinases can catalyse recombination reactions between 2 identical 
recombination targets. The reactions are completely reversible, i.e., the RTs are not 
altered during recombination. Depending on the position of the target sites and their 
orientation, the recombination results in 3 possible outcomes, namely excision, inte-
gration and inversion. If a DNA element is flanked by 2 directly orientated target sites 
it will be excised by the recombinase, providing a small circular DNA molecule car-
rying one RT and the parental DNA maintaining the other RT (Figure 3.4.5a, upwards 
reaction). If 2 RT sites are orientated in opposite, recombination will result in inver-
sion of the fragment between both sites. Importantly, also integration can be achieved 
by tyrosine recombinases. The integration reaction is reverse to the excision reaction 
(Figure 3.4.5a, downwards reaction). Here, the recombination sites are on 2 different 
DNA molecules. Since this is a bimolecular reaction, it is less favourable compared to 
excision and inversion.

ФC31 integrase belongs to the group of serine recombinases. It mediates recom-
bination between the heterotypic RT sites attB and attP. A cassette flanked by 2 attB 
sequences will recombine with a set of attP sites, thereby exchanging the intervening 
DNA sequence. As a result, hybrid attL and attR sites are generated which are not com-
patible for any further recombination event. In contrast to the recombination mediated 
by tyrosine recombinases, the ФC31-mediated recombination is not reversible.

Figure 3.4.4: Recombination target sites loxP and FRT. The loxP site (target 
of Cre recombinase) comprises two inverted 13 bp repeats flanking an 
8 bp spacer sequence. The FRT site (Flp recombination site) contains 
two inverted 13 bp repeats flanking an 8 bp core sequence followed by 
an additional 13 bp direct repeat. Nucleotides of the spacer region are 
marked in blue.
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Targeted Integration and Recombinase-mediated Cassette Exchange
Site-specific recombinases were exploited for highly efficient modification of chromo-
somal loci in mammalian cells. In a first step, a single RT or a set of specific RT(s) are 
integrated into the genome of a cell line (so-called tagging). This can be achieved by 
transfection or infection of an expression vector that carries the RT(s). Upon random 
integration of this vector and screening, cell clones are isolated that provide the 
appropriate expression pattern (e.g., high, stable, or regulated transgene expression). 
Alternatively, the RT site(s) can be specifically integrated into defined chromosomal 
loci by homologous recombination (see Section 3.4.3.2). In a second step, such cell 
clones are then targeted with a gene of interest by simple cotransfection of a vector 
harboring the RT(s) and a vector encoding the recombinase. As a result of the site-spe-
cific recombination, integration of the cassette is achieved (‘targeting’). Two strate-
gies have been followed, “targeted integration” and “recombinase-mediated cassette 
exchange” (RMCE) (Figure 3.4.5, for review see [69, 70]).

Targeted Integration
Targeted integration is mediated by enzymes such as Cre and Flp. In a first tagging 
step, a plasmid carrying a single RT (loxP, FRT) is integrated into the desired genomic 
location (by random integration or homologous recombination). For targeting, an 
expression vector containing a homologous RT is transferred to the tagged cell line in 
presence of the respective recombinase. Intermolecular recombination between the 

Figure 3.4.5: a) Targeted integration. The integration of one RT site into the genomic DNA (indica-
ted by the blue line) allows the integration of a plasmid (green) carrying the identical RT site upon 
recombination. However, the targeted state can be readily reverted by the highly favored excision 
reaction. b) RMCE. Two heterospecific, noninteracting RT sites integrated in the genome will recom-
bine with identical RT sites delivered by an external plasmid resulting in recombinase-mediated 
cassette exchange (RMCE). The reverse reaction is kinetically and thermodynamically unfavored and 
virtually excluded.
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2 identical RTs will result in integration of the whole plasmid into the tagged chromo-
somal site (Figure 3.4.5a, downwards).

To facilitate isolation of recombined cells, usually, selection strategies are 
employed (see below). One limitation of targeted integration is the reversibility of the 
integration reaction since the targeted state represents a substrate for the subsequent 
excision, the thermodynamically and kinetically favoured reaction. This renders 
the modification instable. Thus, transient expression of the recombinase has to be 
assured. Moreover, strict selection for the integrated product can help to eliminate 
cells that have undergone the back reaction.

Another limitation of this simple type of targeted integration is the fact that 
not only the gene of interest is integrated but also the bacterial backbone. Since the 
prokaryotic sequences are frequently associated to DNA methylation, expression can 
be affected by silencing.

Meanwhile, targeted integration has been used for the development of various 
cell lines for constitutive or regulated protein expression [71, 72]. Some of them are 
commerically available (e.g., from Life Technologies).

Recombinase-mediated Cassette Exchange (RMCE)
To avoid the limitations of targeted integration, recombinase-mediated cassette 
exchange (RMCE) was developed. In contrast to targeted integration, this method is 
virtually irreversible and thus is not assocciated with excision. In this method, tar-
geting is a “cut and paste” mechanism that involves recombinase-mediated excision 
of a DNA segment flanked by a set of 2 heterologous RTs and integration of a cas-
sette flanked with the very same set of RTs. Thereby, an exchange of the interven-
ing sequences is achieved. A prerequisite for RMCE is a set of heterologous RTs that 
cannot recombine with each other (Figure 3.4.5b). The RTs of ФC31 derived from Strep-
tomyces phage ФC31 naturally provide the requirements for RMCE.

Also Cre and Flp have been adapted for this purpose, mainly based on the finding 
that these enzymes can also recombine mutant RTs. Mutant FRT and also loxP sites 
are now available that show no significant cross-reactivity and thus represent ideal 
RTs for RMCE [70,73]. Flp-based RMCE protocols turned out to be highly efficient. 
If combined to a stringent selection procedure 100 % targeting efficiency can be 
achieved [74-76].

The availability of such mutants also allows to even expand the concept of cas-
sette exchange to more than one integration site in the genome, thereby ‘multiplex-
ing’ targeted integration. By flanking the various integration sites with different 
independent sets of RTs, specific targeting can be achieved if expression cassettes are 
provided that carry the corresponding sets of RTs. A prerequisite for multiplexing is 
that the heterospecific sites cannot interact among themselves; otherwise this would 
lead to excision reactions or chromosomal rearrangements. Various combinations of 
mutants make such an approach possible (reviewed in [77]).
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Predictability of Transgene Expression upon Targeting Preselected Chromosomal 
Sites
Due to its high efficiency and fast and straightforward protocols, recombinase-based 
genome modification has gained momentum over the last years and is now the 
method of choice for many applications. It has been used in various different fields 
in basic science and also biotechnology including the generation of recombinant 
protein-expressing cell lines and also in the generation of a wide variety of trans-
genic mice. Basically, the concept allows to screen integration sites using reporters 
that facilitate easy detection (e.g., GFP) and to establish these clones as master cell 
lines for targeting cassettes of choice. Due to the fact that targeting is fast, efficient, 
and precise and the genetic manipulation is defined, the expression properties of the 
final producer clones are predictable. 

Meanwhile, ample evidence is given that targeted integration of expression cas-
settes allows to reproducibly generate cell lines that express a gene or vector of inter-
est. This is in particular true if the targeting of chromosomal integration sites is, e.g., 
restricted to coding sequences only. However, the prediction of gene expression is not 
straightforward anymore once major changes are done in the design of the targeted 
cassettes and in particular once also regulatory elements are exchanged or added. 
The following examples should illustrate this (see Figure 3.4.6 for a schematic illus-
tration).

Gama-Norton et al. investigated the impact of the orientation of the targeting cas-
sette including a promoter in 2 distinct loci in 293 cells that were identified because of 
their capability to support high expression of retroviral vectors. Expression cassettes 
based on 3 different promoter designs were targeted in sense and antisense orien-
tation by RMCE. It was observed that only one of the loci could support expression 
of either orientation. In contrast, in the other locus the high expression levels were 
only achieved when the targeting cassettes were integrated in the same orientation 
as the initial tagging vector while expression droped up to hundredfold for the other 
orientation [78]. Similarly, an orientation-dependent expression of the synthetic Tet 
promoter was observed in the ubiquitously expressed mouse Rosa26 locus [79]. This 
suggests that the influence of the chromosomal surroundings can be affected by the 
position of the elements within an expression cassette.

Another study compared 2 loci, identified to support high expression with an 
SV40 and MSCV promoter, respectively. These sites were targeted using 3 different 
promoters, including the promoters used for screening. Interestingly, high expression 
could only be restored if the cells were targeted with the promoter used for screening. 
In contrast, the other promoters failed to support high expression in these sites [80].

In another study by Nehlsen and coworkers various antibody expression cas-
settes controlled by potent promoters were targeted into preselected high expression 
loci of HEK293 and CHO cells. Interestingly, for a given integration site, good antibody 
expression levels were only achieved with particular promoters, while other potent 
promoters failed. However, in another chromosomal context, the relative performance 
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of the promoters completely changed [81]. From this study it can be concluded that it 
is not only the nature of the integration site that critically defines the expression level. 
Rather, it is the performance of a regulatory cassette embedded in the chromosomal 
context. Similar observations were obtained for various promoters integrated into the 
Rosa26 locus of mouse embryonic stem (ES) cells [82, 83]. This shows that the sensi-
tivity and susceptibility of regulatory elements towards the environmental influence 
of a particular chromosomal site can vary dramatically.

From these studies it can be concluded that it is not only the nature of the integra-
tion site that critically defines the expression level. Rather, it is the performance of a 
regulatory cassette embedded in the chromosomal context. Together, these studies 
indicate that the high expression potential of chromosomal loci is restricted to a 
specific cassette design, i.e., a specific orientation and/or a specific promoter. Thus, 
to exploit the potential of a chromosomal site a suitable cassette design has to be 
provided. Since the perfomance of an expression cassette in a chromosomal context 
cannot be predicted, for each integration site the design of the targeted cassette has 

High expression

Low expression

Figure 3.4.6: Expression of transgenes after RMCE. a) High susceptibility of the promoter to posi-
tive factors provided by the chromosomal environment. A chromosomal site supports high level 
of transcription of an expression cassette in which transgene is controlled by the promoter (red 
promoter). Transcription is indicated by orange arrows. b) Integration of an unsusceptible promoter 
(green promoter) will result in reduction of expression. Upon RMCE via the RT sites, a new cassette 
is introduced that is controlled by this promoter. Since promoter B is not susceptible to the positive 
influence mediated by the chromosomal surroundings, transcription will not be supported to the 
same level. 
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to be experimentally verified. Alternatively, the targeting vector should reflect as close 
as possible the design of the screening vector.

Recombinant Protein Expression
The repeated use of genome integration sites that allow high expression of recombi-
nant proteins is of particular benefit for the generation of production cell lines. Once 
having tagged and expressing a hotspot with recombination target sites, integration 
of any transgene of interest can be achieved in a short time. Since screening is not 
required anymore, the cell line development is significantly speeded up [84, 85].

A number of studies have been performed to investigate the application of tar-
geted integration strategies for generation of cell lines for production of recombinant 
proteins. They demonstrated that applying RMCE-based strategy in CHO cells allows 
to reuse genomic sites supporting high and stable protein expression but also ensures 
the homogeneity in growth and productivity [81, 86, 87].

To avoid unwanted recombinations, recombinase-based targeted integration 
relies on single copy tagged sites. This seems to be conflicting with the fact that high 
expression of most recombinant CHO producer cell lines relies on multiple copy 
numbers of the transgene. On the other hand, single copy sites have been shown to 
provide high levels of recombinant protein expression. Single copy integrates have 
the advantage of a higher genomic stability and are less prone to rearrangements if 
compared to multicopy integrations. The RMCE concept is still compatible with high 
copy number mediated expression. Once a high producer locus is tagged with RTs, 
RMCE can be used to integrate preformed multicopy plasmids [88, 89]. Further, it has 
been shown that targeted integration can be combined with methotrexate- (MTX-)
based gene ampflication. Upon recombinase-based targeting of dhfr-expressing 
vectors and subsequent MTX-based amplification, an increase of protein expression 
could be achieved [90-92].

While many applications show the benefit of this approach for generating anti-
body expressing cell lines, the strategy can also be applied to other proteins. Schucht 
and coworkers [84] used high expressing master cell lines to express G protein-cou-
pled receptors (GPCRs). Wilke et al. used RMCE in mutant CHO Lec3.2.8.1 cells to 
produce glycoproteins with the well-established glycosylation pattern in a homog-
enous form [93].

A highlight application of the RMCE technology represents the production of a 
human polyclonal anti-RhD antibody in CHO cells [94]. Individual antibody expres-
sion cassettes were targeted into the same chromosomal site. These cell clones 
expressing individual antibodies were mixed and cell pools were generated that gave 
rise to the production of a polyclonal antibody in a highly reproducible manner. Since 
the individual cell clones have comparable growth properties, the pool can be stably 
propagated without compromising the composition of the polyclonal antibody under 
conditions allowing a direct industrial application.
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Recombinant Viral Vector Production
RMCE has been succesfully applied for the generation of γ-retroviral helper cell lines. 
By screening and tagging chromosomal integration sites  in HEK293 cells that support 
high level of recombinant vector production, high titer retroviral helper cell lines have 
been generated in which the recombinant vector can be exchanged via RMCE [75, 95]. 
This strategy not only allows the site-specific targeting of the well characterized inte-
gration site but obviates the need for selectable genes within the retroviral vector. By 
targeting different retroviral vector constructions into tagged loci, the vector design 
could be optimized resulting in titers of 107 ip/106 cells [96]. Further, based on this 
principle an integrated, GMP-compatible strategy for production of therapeutic retro-
viral vectors was established [85].

Recombinase-based Manipulation of Primary Cells and Mice
Since the efficiency of recombinase-based manipulation is high, the manipulation of 
primary cells becomes feasible. Targeted integration has been achieved in primary 
fibroblasts of mice [97]. Ortiz-Urda et al. used the ФC31 integrase-mediated targeting 
of primary epidermal progenitor cells from patients suffering from the blistering skin 
disorder recessive dystrophic epidermolysis bullosa. This disease is caused by muta-
tions in the large COL7A1 gene. ФC31-mediated stable integration of the COL7A1 cDNA 
into pseudosites in the genome was reported to correct the gene defect [98].

Targeted integration could even be realized in the tissue of mice. In one study, 
the ФC31 integrase was used for targeted integration in mice, thereby exploiting 
pseudosites in the genome that serve as recombination targets. A plasmid encoding 
the human Factor IX flanked by attB was coapplied along with integrase expressing 
plasmid via high pressure tail vein injection. By this protocol, transduction and tar-
geted integration of hepatocytes was successfull. Interestingly, integration occurred 
both in 2 endogenous pseudosites (see Section 3.4.3.1.6) or sites with partial similarity 
to attP. Importantly, hFIX serum levels were reported to be similar to normal FIX levels 
[99]. In another study the integrase system was used to correct hereditary tyrosinemia 
type 1 in a mouse model by transfer of the fumarylacetoacetate hydrolase (FAH) gene 
into the liver. Seven targeted integration sites were identified [100]. The frequency 
of integration was low (1/1,000 or less). Still, these study show proof of principle for 
potential application in vivo.

Recombinase-based strategies are of particular benefit to generate transgenic 
mice. Upon integration of RTs to defined chromosomal loci of embryonic stem (ES) 
cells fast and efficient targeting of various cassettes is achieved. This allows to signifi-
cantly speed up the generation of transgenic mice. Meanwhile, ES cell platforms lines 
have been established in which defined loci are tagged with RTs. This includes the 
ubiquitously expressed collagen A1 locus [101], the Rosa26 locus [76,102], the ß-actin 
locus [103] and the p53 locus [104].
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Recombinase-mediated Genome Replacement (RMGR)
While most studies employed recombinase-based strategies for targeted integration 
of plasmid vectors, the potential of this method is even higher. Wallace et al. intro-
duced the method of recombinase-mediated genome replacement (RMGR), a method 
in which chromosomal domains are exchanged [105]. In this study, a 2 step homolo-
gous recombination was used to insert heterologous FRT sites into the α-globin locus 
of the mouse genome. In a second step, a bacterial artificial chromosome vector 
comprising the human globulin locus was flanked with corresponding FRT sites. Flp-
mediated targeting allowed to replace the 117 kb spanning FRT-flanked mouse globin 
locus with the human counterpart. This study gave evidence that even the exchange 
of these extended regions is feasible although the efficiency is severely compromised.

Novel Developments in Recombinase Systems
Since the wild type Flp recombinase works at an optimum temperature of 30 °C but 
has low efficiency at 37 °C [106], an enhanced Flp variant (Flpe) was developed [107]. 
Flpe was shown to have fivefold more efficiency then the Flp at 37 °C although it is still 
not as efficient as the Cre. However, for most in vitro settings this difference does not 
seem to be a particular limitation. Raymond and Soriano [108] introduced “Flpo”, a 
mouse codon optimized variant that was shown to be equally efficient in comparison 
to Cre. This was validated by several studies that followed based on this variant [109-
112]. Similar to Flpo a codon-improved Cre recombinase was designed to reduce high 
CpG content in the coding sequence [113]. It was shown that this prevents silencing 
of Cre by DNA methylation and allows efficient and stable Cre expression. For in vitro 
targeting approaches this variant is of less interest since only a transient expression 
of the recombinase is required. However, it has an impact for applications in which 
long-term expression is crucial, i.e., in transgenic animals.

Some new recombinase systems have been recently identified. These include 
the Dre/Rox [114] the Vcre/VloxP and Scre/SloxP from Vibrio species and She-
wanella species, respectively [115, 116], and the Vica/vox system [117]. So far, they are 
not yet used for routine genetic manipulation but might represent interesting options 
for further exploration of this field.

Pitfalls in the Site-specific Recombination Technology
Accidental Random Integrations Accompanied with Targeted Integration
The use of recombinase-based targeting involves the transfection of the targeting cas-
sette together with the recombinase gene. Beside the expected targeting reaction, it 
is possible that a few cells integrate the transfected plasmids randomly. If the recom-
binase expressing plasmid integrates it could be detrimental in case the targeted 
state represents a substrate for the recombinase. Then, continous expression of the 
recombinase would result in excision of the cassette. For RMCE, reversion of the tar-
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geted state is highly unfavourable and chromosomal integration of the recombinase 
expression vector does not compromise the stability of the targeted cassette. One 
study investigated the frequency of random vector integrations that occur in addi-
tion to the intended targeted integration. The study shows that the efficiency of the 
unwanted events depends both on the transfection method but also on the cell line 
employed. While in mouse HEK293 cells less than 3 % of clones with a targeted inte-
gration event showed random integration, in CHO cells the frequency was around 
15 % [81]. Since random integration along with the appropriate targeted ones will be 
coselected with most of the selection procedures, they will remain undiscovered by 
simple characterization protocols. In this regard, a method employing negative selec-
tion based on the HSV thymidine kinase as a suicide gene might be of benefit [118]. It 
should be mentioned that for most applications an additional integration of vectors 
is not a matter of concern.

Genotoxicity in Recombinase-based Approaches
RMCE and targeted integration enable efficient gene swapping by precisely replac-
ing a genomic target sequence by any donor construct with compatible heterospe-
cific RT sites. However to be effective, the recombinase enzymes have to be applied 
at an adequate concentration. In case of Cre, it has been shown that an excess of the 
recombinase might trigger endonucleolytic activities and therefore can induce cel-
lular toxicity [119, 120]. On the other hand, many transgenic mouse lines have been 
established that constitutively express Cre without deleterious consequences to the 
maintenance of the animals. Nevertheless, to overcome genotoxicity attributed with 
Cre optimization of time and level of expression is advised.

Endogenous RT sites have been identified that are recognized by the recombinase 
without pronounced homology (so-called pseudosites). Such sites have been identi-
fied for the ФC31 system in the genome of human cells [121]. In this study it is specu-
lated that the cryptic ФC31 attachment sites flanking the transgene and cryptic ФC31 
attachment sites in the host genome recombine with each other leading to genomic 
rearrangements. Also pseudosites for Cre have been identified [122, 123]. No pseu-
dosites have been reported so far for the Flp recombinase.

3.4.3.2 Homologous Recombination
Homologous recombination is a natural process that occurs during meiosis or mitosis. 
On one hand, it creates genetic diversity; on the other hand it is a mechanism to repair 
deleterious double strand breaks that can arise from cell stress (e.g., irradiation, reac-
tive oxygen species). Homologous recombination is exploited for targeted integration 
of foreign DNA upon transfer to cells. It was first employed for site-specific genome 
engineering of mouse (ES) cells in the 1980s [124, 125] (reviewed in [126]). Since then, 
homologous recombination has been mainly applied for specific modification of 
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genes in ES cells for establishment of genetically modified mice: knock-out mice in 
which a specific gene is deleted and knock-in mice in which a reporter mice mimics 
the expression of an endogenous gene [126, 127].

The efficiency of homologous recombination is defined by several parameters, 
the transfer protocols, the length of homologous arms, the type of cells, the nature of 
the targeting locus, and the extent of homology (i.e., isogenicity) of DNA [128-132]. If 
all parameters are optimized, high efficiencies can be achieved. This is highlighted by 
a report showing that upon optimization of the protocol, frequencies of recombina-
tion as high as 10–1 could be obtained in mouse ES cells [130].

Also the optimal length of homologous arms was defined. To target a gene of 
interest into a defined genomic locus by homologous recombination the gene of inter-
est needs to be flanked by DNA sequences, which are homologous to that specific site. 
Generally, the targeting efficiency correlates with the length of homologous arms. A 
twentyfold higher targeting efficiency was reported in ES cells when increasing the 
length of homology arms by twofold [124]. The critical length of homology arms to 
obtain efficient recombination was also investigated. While 1,7 kb of homology is 
insufficient for targeted recombination [129], a length above 14 kb leads to a satura-
tion of the recombination system [133].

The major drawback of homologous recombination for targeted genome modifica-
tion is its low efficiency. It was reported that the ratio of targeted integration (homolo-
gous recombination) compared to random integration approaches varies within the 
species and cell types. While in yeast homologous recombination is the preferential 
mechanism to integrate foreign DNA, in mammalian cells the frequency is much 
lower [134]. In mammalian stem cells such as ES cells the frequency of recombination 
was 10–5 [126, 130]. In somatic cells, the frequency of homologous recombination is 
significantly lower (ten- to hundredfold lower, reviewed in [134]), in some cell types 
not detectable at all. Indeed, somatic cells preferentially undergo nonhomologous 
recombination [128] resulting in random integration of DNA [135].

Accordingly, the genetic modification of somatic cells by homologous recombina-
tion is challenging. A few approaches successfully adapted this technique to modify 
the genome of mammalian cells. This is exemplified by the inactivation of the p53 or 
p21 gene in HCT-1116 cells or human fibroblasts to study the cell cycle or by targeting 
the human ß-globin locus [136-138].

The DT40 chicken immortalized B cell line represents a somatic cell line with 
remarkably low frequencies of random integration. In this cell line, homologous 
recombination efficiencies of 50 to 90 % can be achieved [134, 139]. Due to the high 
frequency of targeted integration this cell line is of interest to study not only different 
knock-outs but also to elucidate the mechanism of homologous recombination [140-
142].

Another determinant for homologous recombination is the nature of the chro-
mosomal locus to be targeted, i.e., whether it is accessible for recombination or not. 
Studies show that the recombination is favored in transcriptionally active sites [143].
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To increase the transfer rate adenoassociated viral vectors (AAV) have been used. 
By incorporating the respective homology arms into an AAV vector, homologous 
recombination was achieved in up to 1 % of mammalian cells as exemplified for the 
HPRT locus [144]. Other loci, like collagen A1 and A2 and the Rosa26 locus, were also 
shown to be successfully targeted by the AAV vectors [145-147].

Double-strand Break-induced Homologous Recombination
Although some examples cited in the previous section show the potential to increase 
the efficiency of homologous recombination, this does not facilitate the establish-
ment of efficient routine protocols. Thus, homologous recombination is usually a 
laborious and time-consuming procedure in mammalian cells. Recently, homologous 
recombination gained relevance as a tool for modification of mammalian genomes 
with the development of methods to specifically induce double-strand breaks (DSBs). 
The breakthrough observation was made 20 years ago when it was found that the 
generation of DSBs at the site of interest could dramatically increase the frequency of 
homologous recombination up to 1,000-fold [148-153]. It took another 10 to 15 years 
to exploit methods for efficient and specific generation of double-strand breaks for 
routine protocols. DSB induced homologous recombination further allows to reduce 
the size of homology arms (in one study only 50 to 100 bp were used [154]) which 
simplifies both, the construction of targeting vectors and the detection of homologous 
recombination events.

The first reports for DSB-induced homologous recombination were based on rare-
cutting endonucleases (meganucleases). For this purpose, the respective restriction 
sites were first introduced into the genome by classical homologous recombination, 
in a second step these loci were then targeted by DSB induced homologous recom-
bination. This procedure is comparable to the use of site-specific recombinases for 
targeted integration of cassettes described above.

Even more advanced methods emerged that allow to specifically introduce DSBs 
at nearly any position in the genome without previous modification of the locus. This 
opened a new era of genetic engineering and paved the way for homologous recombi-
nation in somatic cells and cell lines.

In the following, the currently used methods to induce DSBs (meganucleases, 
zinc finger nucleases, TALE nuclease and CRISPR/CAS9) are summarized (see also 
Figure 3.4.7a and Figure 3.4.7b).

Meganucleases
Sequence-specific endonucleases that recognize sequences of more than 12 bp are 
classified as meganucleases. Due to the large restriction site, these endonucleases 
are highly specific. They are found in bacteria, yeast, algae, fungi, phages, and some 
plant organelles. Meganuclease recognition sites are usually associated with mobile 
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Figure 3.4.7: Strategies to induce double-strand breaks at the site of interest. a) ZFNs consist of 3 
to 4 modules as schematically depicted in (i). While one module recognizes 3 bp, a total 9 or 12 bp 
per ZFN will be targeted. Binding of two ZFN to adjacent sites will lead to heterodimerization and 
activation of the nuclease domain (ii). The TALENs are composed of individual modules consisting of 
33 to 35 amino acids which recognize 1 bp each (iii). The CRISPR/Cas system is based on the design 
of an RNA carrying a specific targeting sequence of 20 nucleotides. The Cas9 enzyme recognizes 
the RNA/DNA hybrid sequence and induces double-strand breaks. The features of the 3 systems are 
summarized in b).
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genetic elements. Upon the expression of the meganucleases DSBs are induced and 
homologous recombination is initiated, leading to the homing of these genetic ele-
ments [155]. The I-SceI endonuclease has been frequently used to modify mammalian 
genomes [148, 149, 156]. This endonuclease recognizes a 18 bp motif which is much 
larger than any other known restriction site [157]. Of note, there are no endogenous 
I-SceI recognition sites in the genome of mouse and man. To exploit this tool for 
efficient homologous recombination, the I-SceI restriction site has to be first intro-
duced into the genome by classical homologous recombination. In a second step, 
the targeting vector encoding the gene of interest flanked by homology arms is then 
cotransfected together with an expression vector encoding the I-SceI nuclease. This 
procedure has been successfully applied in various cell types [148, 149, 152, 153, 158]. 
In these studies, the frequency of homologous recombination could be increased at 
least hundredfold. In case of the dopachrome tautomerase (Dct) gene, an I-SceI-based 
homologous recombination protocol still could achieve only frequencies of 10–7. This 
suggests that locus dependent effects impair homologous recombination even upon 
induction of DSBs [159]. Also the methylation status of the target sequence influences 
the activity of such meganucleases and is an additional factor influencing the effi-
ciency of recombinations [160].

Interestingly, I-SceI-based recombination was shown to allow specific modifica-
tion in differentiated tissues in vivo. For this purpose, transgenic mice were generated 
in which an I-SceI target site was integrated into the LagoZ gene. Upon adenoviral 
transfer of the I-SceI meganuclease gene via tail vein injections, specific targeting of 
the LagoZ gene was achieved in up to 1.3 % of hepatocytes [161]. However, high lethal-
ity was observed which might be an effect of the meganuclease and/or the adenovirus 
infection per se.

A follow-up concerns the modification of meganucleases to redirect them to 
specific endogenous DNA sequences of interest. Since for DNA binding multiple 
amino acid contacts and a defined tertiary structure are needed, such an endeavor is 
highly complex. Nevertheless, redesigning of the I-Cre meganuclease for other target 
sequences was demonstrated to be successful [162, 163].

Zinc Finger protein-linked Nucleases (ZFNs) 
An alternative approach to induce double-strand breaks is based on zinc finger pro-
tein-linked nucleases (ZFN). ZFN are artificially designed proteins in which a nucle-
ase domain is targeted to a specific DNA sequence. For this purpose, the DNA-binding 
moiety of zinc finger proteins is used. Zinc finger proteins represent a group of DNA-
binding proteins (such as eukaryotic transcription factors) comprising a DNA-binding 
domain, which is stabilized by one or more zinc ions. A zinc finger consists of approxi-
mately 30 amino acids and recognizes a sequence of 3 to 4 bp (called a module, see 
Figure 3.4.7a, (i)) [164]. Already in the early 1990s it was shown that zinc finger pro-
teins could be modified in its DNA-binding specificity [165, 166].
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To induce DSBs, zinc finger domains are fused to a nuclease to form the zinc 
finger nucleases (ZFN). For this purpose, the FokI nuclease has been broadly used. 
Since FokI is active as a dimer, binding of 2 ZFN monomers to adjacent DNA sites is 
required to achieve dimerization of the FokI domains and subsequent generation of 
DSBs (Figure 3.4.7). Three to 4 zinc finger modules constitute one ZFN monomer that 
facilitates binding to a DNA sequence of 9 to 12 bp [167]. Binding of the 2 ZFN mono-
mers (left ZFN arm and right ZFN arm) thus is mediated by a 18 to 24 bp sequence. The 
2 ZFN monomer-binding sites are not directly adjacent but are usually separated by a 
spacer. The linker domain connecting the nuclease with the DNA binding moiety and 
the DNA spacer sequence between the adjacent binding sites have as well an impact 
on the cleavage activity of the ZFNs [168]. Synthetic zinc finger nucleases have been 
successfully used to modify the genome of different organisms including zebrafish, 
pig, Caenorhabditis elegans, Arabidopsis, hamster, Drosophila, humans, and mouse. 

Two repair mechanisms of DSBs are exploited for genetic manipulation: (i) non-
homologous end joining (NHEJ) repair that is characterized by random addition or 
elimination of nucleotides and (ii) homologous recombination for accurate inte-
gration of cassettes resulting in the correction and addition of genes, respectively 
(reviewed in [169]).

A significant lack of specificity has been described for many ZFNs. The speci-
ficity and precision of ZFN-based gene modification is determined by the frequency 
of cleavage at nonhomologous sites (‘off-target sites’). Theoretically, a 9 bp recogni-
tion target occurs many times in the genome while a 18 bp recognition sequence is 
expected to be unique in the genome of mammalian cells [170, 171]. To increase the 
sequence specificity, ZFN proteins that target even 18 bp sequences were developed 
by fusing 2 × 3 or 3 × 2 segments [170].

Unintended binding of the zinc finger moieties to DNA sequences that have only 
partial homology to the target sequence [172, 173] contribute to the lack of precision. 
To lower these off-target effects experiments were carried out that increased the DNA-
binding specificity by optimizing the zinc finger binding moieties [174].

Moreover, a significant context dependency in the binding of the zinc finger 
modules is observed, i.e., a particular finger will provide affinity and specificity for 
a given triplet in one sequence, but not in others. Complex methods are employed 
to predict binding (reviewed in [167]). The numbers of putative binding sites for zinc 
fingers are dramatically varying. Depending on the methods being used to predict 
such target sites sometimes more than 600 bp need to be searched to find one ZFN site 
(reviewed [164]). Professional service for the design and the construction of ZFNs are 
offered by companies (e.g., Sangamo Bioscience or Sigma Aldrich). In vitro pretesting 
is recommended to validate the ZFN pairs. Even with these preselections, the predic-
tion of ZFN pairs is not satisfactory and a substantial proportion of ZFN pairs fail to 
act properly in vivo [169, 175]. To overcome the failure rate, usually multiple sequence 
targets have to be generated and extensively tested in vitro.
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Another factor of concern is the nuclease itself. As discussed before, FokI cleav-
age depends on dimerization. However, if 2 identical ZFNs bind to adjacent sites rather 
than the intended heterodimers, an unspecific cleavage can occur. To overcome such 
problems a modified FokI domain was developed by iterative structure-based design 
that allowed to decrease the unspecific cleavage initiated by the formation of homodi-
mers [176, 177]. In an effort to increase the nuclease activity, a hyperactive variant 
of the FokI cleavage domain, called Sharkey, was employed and that resulted in a 
fifteenfold increase in cleavage activity [178].

In simple protocols, the ZFN encoding vectors are cotransfected together with the 
homology vectors (targeting plasmids). To limit the activity of the ZFN and to avoid 
side reactions, protocols have been established for transient expression, thereby 
using nonintegrating DNA vectors and the direct delivery of zinc finger proteins [179]. 
Further, the stability of ZFN was modulated by controlled proteosomal degradation 
[180]. As discussed above, the efficiency of DSB-induced homologous recombination 
is reduced by a side reaction, the error prone nonhomologous end joining (NHEJ) 
repair mechanism. NHEJ results in the repair of DSBs by processing of DNA ends and 
relegation, usually giving rise to mutations (insertions, deletions). It was found that 
nicked DNA does not activate the NHEJ repair mechanism but still stimulates homolo-
gous recombination [181]. By replacing or modifying the FokI nuclease with a nicking 
enzyme, less off-target events were observed. However, the efficiency of homolo-
gous recombination events was lower compared to the DSB inducing endonucleases  
[182-184].

TALEN
Transcription activator-like effectors (TALEs) are DNA-binding proteins [185, 186] that 
are secreted by the plant pathogenic bacteria genus Xanthomonas. These proteins 
comprise a modular DNA-binding domain that provides binding to plant promoter 
sequences and thereby activation of plant genes that support the bacterial infection. 
TALE proteins form the basis of a technology that can be regarded as an alternative to 
the ZFN technology.

The TALE DNA binding-domains comprise of the individual modules which each 
consist of approximately 33 to35 amino acids ([187] see Figure 3.4.7a, (ii)). The 2 amino 
acids at position 12 and 13 (so-called repeat variable diresidue or RVD) of each module 
can vary and define the binding of the module to a specific nucleotide. Since for all 
nucleotides TALE modules are known these TALE modules can be combined in a way 
that new DNA-binding proteins that specifically recognize a short stretch of DNA are 
built. Upon fusion of this DNA-binding domain to a nuclease such as FokI, resulting 
in a transcription activator like effector nuclease “TALEN“, specific DNA cleavage can 
be achieved.

Although theoretically TALENs can be designed for any target site, it has been 
shown that many of such custom TALENs can fail. This suggests that yet unknown 
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rules govern the assembly of functional repeat domains. Software programs to predict 
optimal TALEN binding sites were developed, e.g., [188, 189]. Since by these pro-
grams, TALEN sites are found every 35 bp in average of mammalian genomes [189], 
the TALENs show a largely extended flexibility in the selection of target sites if com-
pared to the above discussed ZFNs. Also, the design of TALENs is characterized by less 
restrictions than ZFNs. The fact that defined modifications such as the translational 
start site of genes could be mutated underlines the potential power of TALENs [190].

TALENs have already been used for gene disruption and gene addition for 
genomes such as pigs, bovines, humans, Caenorhabditis elegans, rice, and zebrafish 
(reviewed in [169, 191]). While previously much time and effort was required to assem-
ble the TALENs, a number of new protocols and reagents were developed to construct 
TALENs by rapid modular assembly or fast ligation-based automatable solid phase 
high throughput platform (FLASH) resulting in a 88 % efficiency of creating active 
TALENs. These methods facilitate the construction and require much less time [192-
196]. Since the nature of the chromosomal site significantly contributes to the effi-
ciency of homologous recombination, a comparison of TALENs with ZFN is difficult. 
However, 2 studies show for defined sites in human cells that the efficiency of homol-
ogous recombination mediated by ZFN and TALEN induced DSBs is comparable [197, 
198].

The reduced restrictions in the design of TALE-based DNA-binding proteins makes 
this technology a highly interesting method not only for introducing DSBs but also for 
targeting other functional activities such as transcription factors, histone modifiers 
and DNA modifiers to specific sites in the DNA [167, 199]. Of note, due to the highly 
repetitive sequence elements in TALE proteins, they are prone to rearrangements if 
transduced via γ-retroviral or lentiviral vectors [200].

The CRISPR/Cas9 System
The ZFN- and TALEN-based strategies for inducing DSBs require the de novo design 
of DNA-binding protein(s). As such, however, the development of the modular DNA-
binding proteins can be difficult and time consuming.

Recent developments have opened the door for an alternative strategy that relies 
on a RNA-guided mechanism to introduce DSBs. This strategy is based on the type II 
clustered regularly interspaced short palindromic repeats (CRISPR/CRISPR-associ-
ate systems (Cas)). The CRISPR/Cas systems belong to bacterial and archae defense 
systems that protect the organism from invading foreign DNA. In the natural situa-
tion, the foreign DNA is excised in a three-step process. First, short fragments of the 
foreign invading DNA are integrated in the CRISPR loci of the organism. In the second 
step, a precursor RNA, which is complementary to the foreign DNA, is synthetized 
(pre-cr RNA). This precursor RNA is activated by a RNA (trac-RNA) complementary to 
the 3’ end of the pre-cr RNA. This RNA complex then binds to the DNA template and 
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activates an endonuclease (e.g., Cas9). Cas9 induces a DSB to eliminate the foreign 
DNA sequence [201, 202].

It was shown that the system can be simplified for application in mammalian 
cells. The 2 RNA moieties can be combined in a short synthetic ‘guide RNA’, compris-
ing both, the cr-RNA and the trac-RNA. This guide RNA facilitates both, the binding to 
the bacterial endonuclease Cas9 and the binding to the DNA motif, and directs cleav-
age (Figure 3.4.7a, (iii)). From the 100 nt spanning guide RNA 20 nt confer the binding 
to a complementary DNA target site. Upon expression of this synthetic guide RNA 
together with an expression vector for Cas9, binding of the RNA to the site of interests 
activates the Cas9 endonuclease which efficiently induces cleavage [201]. Success-
ful cleavage by Cas9 requires that the target site contains a NGG motif located 1 bp 
downstream of the complementary RNA target sequence. Thus this method allows 
the targeting of DNA sequences occurring every 8 to 12 bp in the genome [203] which 
makes it to a powerful system compared to TALENS and ZFNs which show less fre-
quent potential target sites (see above). Meanwhile, vectors have been introduced 
which facilitate coexpression of the short RNA by a polymerase III promoter (e.g., 
the U6 promoter) and the humanized Cas9 protein controlled by a mammalian Pol II 
promoter [204]. Alternative protocols use cotransfer of in vitro synthetized guide RNA 
and the Cas9 RNA [205, 206].

Although the method of CRISPR/Cas-mediated genome engineering is compara-
bly new, it is rapidly involving and was successfully applied in various species includ-
ing human [201, 207, 208], zebrafish [209], mouse [206], yeast [210], and in bacterial 
cells [211]. Due to the comparably simple design and generation of targeting RNAs, 
CRISPR/Cas-based induced homologous recombination turns out to be a comparably 
robust method that supports routine applications. Of particular notice is the fact that 
this system has been even used to achieve simultaneous targeting of various loci: 
such multiplexing was achieved by specific targeting of 5 different loci based on such 
an RNA guided approach [206]. Meanwhile, a number of modifications were explored 
to increase the efficiency of homologous recombination. Among them, the Cas9 was 
converted into a nickase [204].

So far, a few restrictions of the CRISPR/Cas system have been reported. On the 
one hand this concerns the large size of the Cas9 protein, which could be problem-
atic when being delivered by recombinant viruses that own limited cargo size. More 
importantly, a comparably high frequency of off-target events was detected in some 
studies showing that the specificity of RNA guided nucleases varies from target site 
to target site tolerating some mismatches [212, 213] (reviewed in [164]). One way to 
reduce this limitation could be achieved by transient expression, e.g., by cytoplasmic 
transfer of a Cas9 encoding, in vitro generated RNA [205, 206]. Another option is to 
increase the target sequence by using paired guide RNAs, which was successful in 
improving specificity if combined with a nicking [214].
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Application of DSB-induced Modification for Biotechnology and Biomedicine
Improving the efficiency of homologous recombination by DSBs facilitates site-spe-
cific modification not only in stem cells but also in somatic cells and cell lines. Thus, 
these methods gained importance also in the field of biomedicine and biotechnology.

The technologies are of particular interest for gene therapies. ZFN are already 
in first clinical trials aiming at mutating the CCR5 gene, the coreceptor HIV. In this 
respect it is also of note that ZFN-, TALENs-, and CRISPR/Cas-based approaches have 
been successfully used for correcting disease-causing point mutations in iPSCs [215-
217].

A number of chromosomal loci in producer cell lines such as CHO and HEK293 
are now accessible by meganuclease, ZFN- or TALEN-based targeting protocols. An 
example is the knock-out of the dihydrofolate reductase gene in CHO cells by tran-
sient delivery of ZFNs achieving a disruption frequency of up to 15 % of alleles in 
the cell population [218]. Also, glycosylation has been modified in CHO cells [219, 
220]. Further, multiple gene knockouts were achieved using a sequential ZFNs-based 
approaches in CHO and K562 cells [221, 222].

In 293 cells efficiencies of up to 10–1 for a meganuclease approach and 10–2 for 
ZFN-mediated gene targeting approaches were achieved (reviewed in [223]). However, 
as discussed for the site-specific recombinases, for high titer protein expression rel-
evant integration sites that give rise to high and stable expression levels need to be 
identified.

3.4.4 ‘Safe Harbors’ in the Mammalian Genome

Previous and ongoing discussions tackled the question of the right chromosomal 
locus to integrate a transgene. Apart from the functional considerations, i.e., that 
the transgenes should integrate into transcriptionally active sites, safety aspects are 
of importance, in particular for biomedical applications. In this respect, the idea of 
a so-called ‘safe harbor’ emerged. Theoretically, such “safe harbors” would be sites 
in the genome in which transgene can be integrated without disturbing the activity 
of endogenous genes and thus without deleterious consequences (such as the pro-
motion of cell growth that could give rise to cancer). More so, the transgenes should 
be expressed in such sites in a predictable manner. From these theoretical consid-
erations, attempts have been made to define such safe harbor sites by criteria such 
as a minimal distance to standard genes and to tumor promoting genes [224, 225]. 
However, such definitions do not consider the topology of DNA, the possibility of 
interchromosomal crosstalk [226], and also the eventual perturbation induced by the 
integrated expression cassette. Thus, the theoretical prediction of safe harbors based 
on these simple criteria does not seem to be feasible and might even be misleading. 
In any case, rigorous testing would be needed to validate such a concept experimen-
tally.



 

200   3 Genetic Engineering of Cells

Another issue that concerns the predictability of transgene expression is the site 
of integration. Our understanding of chromosomal crosstalk has been substantiated 
by studies employing site-specific recombination to defined loci (this is discussed in 
more detail in Section 3.4.3.1.2). Indeed, evidence accumulates that a predefined site, 
shown to support high and efficient transgene expression for one specific cassette 
design, not necessarily supports other cassette designs. Rather, the combination of a 
specific chromosomal site with a specific regulatory element from the transgene will 
define the final expression level and stability (compare Figure 3.4.6 and [78, 81, 227]). 
As long as methods that predict the interaction of the integrated cassettes with the 
genome are not available, experimental validation of hotspots or safe harbor sites is 
required.

3.4.5  The Use of Bacterial Artificial Chromosomes (BACs) and in vitro 
Recombineering

Bacterial artificial chromosome (BAC) vectors represent an interesting option to over-
come or at least reduce the effects that are caused by random integration of transgene 
expression cassettes into cell lines. In this paragraph, the potential of BAC vectors for 
the genetic manipulation of mammalian cells is discussed.

Since BAC vectors comprise large genomic regions (up to 300 kb) they encompass 
not only the coding sequences but also regulatory elements located in cis. Thus, upon 
random transfer of a BAC with a transgene positioned in its center, transgene expres-
sion is modulated by the BAC elements and is not affected by the nature and the fea-
tures of the chromosomal integration site.

BAC libraries have been generated for various species and can accommodate 
150 to 300 kb of genomic DNA. For the construction of BAC libraries from CHO cells 
the reader is referred to Chapter 3.2. BAC vectors are propagated and can be manipu-
lated in Escherichia coli. In particular, methods have been developed that facilitate 
the modification of BACs by homologous recombination in Escherichia coli (recom-
bination mediated genetic engineering, so-called ‘recombineering’; reviewed in [228-
230]). Recombination in Escherichia coli requires only short homology regions of 50 
to 70 bp, which can be easily attached to fragments of choice by PCR. These PCR 
fragments are introduced into bacteria carrying a defined BAC together with vectors 
encoding the needed recombinases for pursuing the recombination reaction.

To facilitate the screening for successful recombination, the target cassette 
usually encompasses a selection marker. If this marker is flanked by recombination 
target sites, such as FRT or loxP, this cassette can be later excised by the site-specific 
recombinase, leaving the recombination target site. Even more accurate protocols 
have been developed for BAC manipulation without any remnants (so-called seam-
less manipulation [231-234]).



 

 3.4 Rational Approaches for Transgene Expression   201

One limitation of the exploitation of BACs lies in its fragility that can result in 
fragmentation of the BAC DNA upon manipulation of the cells. This is in particular 
true for linear BAC vectors which are even more sensitive to shear stress. As a con-
sequence, the integrity of the BAC vector can be compromised upon transfer to the 
cells and only fragments are integrated into the genome. In such a situation, chro-
mosomal position effects can come into account and the benefit of the large chromo-
somal regions is obviously reduced. To overcome this limitation, BAC vectors have 
been equipped with ITRs, the target sites for transposases. By cotransfering ITR-BACs 
in presence of the transposase, precise integration of full length BAC vectors could be 
achieved [235, 236]. Interestingly, using this approach the copy number was shown to 
be low and most clones showed only a single integration event.

While BAC vectors have been mainly used for studying the gene regulation in 
an authentic context in vitro and in vivo (see [237, 238] for review) only few examples 
exist for their exploitation for biotechnological purposes. One of the reasons might 
be that the nature of the preferred locus of transgene expression is not yet identified. 
However, proof of principle has been shown for the well-characterized Rosa26 locus 
identified in the mouse genome [239, 240] or the dhfr locus [241].

3.4.6 Episomal Vectors

Stable integration of plasmid vectors into the chromosomal DNA of the host cell 
provides long-term expression of transgenes. Once integrated, the transgenic DNA 
is embedded within the host’s chromosomal DNA. Accordingly, the replication and 
maintenance of the transgenes completely relies on the cellular replication machin-
ery and the controlled partition of chromosomes upon cell division. Generally, 
plasmid vectors allow transgene expression also without chromosomal integration. 
However, in the nonintegrated state, they are lost due to continuous division of cells 
and concomitant dilution of plasmid vectors. Various strategies have been figured out 
to ensure extrachromosomal maintenance of foreign plasmid DNA.

One approach relies on the design of artificial chromosomes, either by chopping 
natural chromosomes to manageable sizes (top-down) or by implementing the rel-
evant components of chromosomes that are required for segregation into artificial 
chromosomes, reviewed in [242]. Mammalian artificial chromosomes of some (6 to 
10) megabases have been constructed which comprise both centromers (the sites of 
kinetochore formation and spindle attachment) and telomeric ends. This allowed the 
construction of ‘synthetic’ chromosomes that are maintained in proliferating cells. So 
far, however, the design of such artificial chromosomes is complex and the modifica-
tion is challenging due to the size of these artificial chromosomes. In this respect, 
the implementation of site-specific recombinase-based approaches can improve this 
technology [243, 244].
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Loss of episomal vectors in replicating cells can be overcome by including ele-
ments that provide amplification of episomes (reviewed in [245]). Such elements are 
found in viruses that have evolved strategies that maintain their genomes extrachro-
mosomally. Basically, viral episomes harbor origins of replication that facilitate repli-
cation in presence of certain viral proteins. One prominent example concerns vectors 
based on EBV elements. EBV-based episomal vectors which have been shown to 
provide long term gene expression in B cell lines but also in cell lines such as HEK293 
and some rodent cells [246]. Replication of these vectors was shown to be facilitated 
by expression of EBNA-1. EBNA-1 binds to the cellular chromosomes at newly repli-
cated regions, which is considered to be crucial to ensure controlled partition of the 
episome during cell division [247]. However, without applying selection pressure epi-
somes can be lost in particular in highly replicating cells.

Episomal vectors have been constructed that replicate in absence of viral proteins 
[248]. In these vectors, nuclear scaffold-/matrix-attached regions (S/MARs) mediate 
the association with the nuclear matrix, which is suggested to provide mitotic stabil-
ity ([249], for description of S/MARs see 3.4.2.1). Indeed, S/MAR-harboring episomal 
vectors were shown to cosegregate with the host chromosome during mitosis [250]. 
Interestingly, the maintenance of the episomes upon cell proliferation is critically 
dependent on the integration of S/MAR elements within the transcribed regions [251, 
252]. This has important implications for the design of the vectors. S/MAR-based epi-
somal vectors have been shown to provide transgene expression in various cell lines 
such as CHO cells [253], but also primary cells [254], in stem cells [255], and trans-
genic pigs [256]. While the episomal maintenance of such vectors has been proven in 
various studies, this does not necessarily rule out that aberrant chromosomal integra-
tion of individual vector copies can occur. If important, this has to be confirmed by 
thorough analysis.

As episomal vectors do not need to integrate into the cellular chromosomes for 
maintenance, per definition, they are not affected by chromosomal position effects. If 
integration indeed does not occur, they are not associated with the risk for insertion-
mediated deregulation of cellular genes (insertional mutagenesis). In this sense, they 
represent an interesting option for therapeutic applications [257].

In biotechnology the most frequent application of episomal vectors lies in the 
extended time span of transient expression. Protocols for CHO cells, HEK293 cells, 
but also other cell types were developed that allow short-term efficient production of 
proteins using appropriate vectors, DNA transfer methods, and cultivation protocols. 
In these situations long-term maintenance of the vectors are not required and aber-
rant integration does not play a significant role (for review see [258]).
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3.4.7 Concluding Remarks and Perspectives

Rational modification of mammalian cells has successively moved into the focus of 
research, biotechnology and biomedicine. While episomal and/or transient expres-
sion obviates many aspects discussed in this chapter, long-term and stable expres-
sion still requires the integration of the expression cassettes into the chromosomal 
DNA. Systematic design of “stable” and predictable expression is on the one hand 
supported by the increasing knowledge on the various chromosomal elements that 
modulate transgene expression upon chromosomal integration. On the other hand, 
novel methods have been developed that allow to efficiently introduce genetic altera-
tions at defined chromosomal sites with considerable accuracy. It can be expected 
that these technologies will pave the way for future applications. They will become 
an integral part of applications in the emerging field of synthetic biology. Due to the 
complexity of the mammalian genome the construction of completely artificial cells 
is currently not possible. However, the predictable modification of cellular properties 
based on precise genetic engineering seems to be realistic in the next years.
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3.5  Manipulation of Cell Growth, Metabolism  
and Product Quality Attributes

Hans Henning von Horsten, Karsten Winkler, and Volker Sandig

3.5.1 Introduction

Biopharmaceutical upstream product yield for a commercial manufacturing process 
correlates up to a limit of 5 g/L with the upstream-associated cost of goods per gram 
product [1]. Low yield upstream processes require large overall volumes for fermenta-
tion media and bioreactor capacity and therefore present a high capital burden that 
has triggered intensive research and development activities to overcome limitations 
of upstream processing technology [1] and the intrinsic limitations of pharmaceuti-
cal producer clones. The achievement of maximum product titres has long been 
the center point of cell line and upstream process engineering [2]. Since upstream 
product concentration per unit volume is a function of average specific productivity 
and the integral of viable cell density (IVCD), these 2 process-determining parameters 
have become an area of significant focus for process developers in the biomanufac-
turing arena. By 2010, advances in mammalian cell culture technology have already 
increased product titers for certain therapeutic antibodies well above the 5 g/L bench-
mark with some companies reporting 10 to 13 g/L for extended culture durations. [1, 
3]. The dramatic successes in product titre improvement have shifted the attention of 
bioprocess development towards monitoring and achieving desired quality attributes 
of the manufactured product. Therefore, the improvements in cell specific produc-
tivity per unit time have also triggered a renewed interest in continuous bioprocess-
ing [4, 5]. While continuous bioprocessing has long been applied to the manufac-
turing of degradation prone products, high cell-specific productivities that can now 
be achieved with top level producer cell lines enable commercially viable upstream 
processes even for those proteins that are stable enough to survive standard fed-batch 
processing. Since product quality is a reciprocal function of residence time in the bio-
reactor, it is highly desirable to minimize this latter parameter by switching to a con-
tinuous mode of upstream operations. Another driving force behind this shift of focus 
towards process impact on product quality attributes is the revision of the quality 
guideline ICH Q8 in the wake of the US Food and Drug Administration’s Quality-by-
Design (QbD) initiative. The QbD initiative, a joint pilot program between the US FDA 
and the biopharma industry, is aimed at achieving an improved understanding of the 
physical or chemical changes known to affect safety or efficacy of biotherapeutics 
and how these critical quality attributes (CQAs) are affected by the parameters of the 
production process [6]. The ultimate goal of a QbD-based manufacturing approach is 
to design production processes in such a way that product CQAs can be consistently 
controlled within predefined acceptance limits [7-9].
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Aside from the relevant process parameters, the intrinsic properties of a pharma-
ceutical producer clone are the dominant actuating variables that affect product titre 
and quality. This chapter introduces and summarizes the different cell line engineer-
ing approaches aiming at high titres and improved product quality.

3.5.2 Cell Line Properties affecting Product Titer and Quality

Average specific productivity (Qp) and the integral of viable cell density (IVCD) over 
process duration are the 2 parameters that determine the upstream product concen-
tration per unit volume in a bioreactor run. Both, IVCD and average specific produc-
tivity observed for a given producer clone, depend not only on the upstream environ-
mental conditions in the bioreactor but also on the intrinsic features of the particular 
producer clone deployed for production.

3.5.2.1 IVCD
Maintaining the viability of cell cultures over the period of time required for upstream 
processing remains one of the major challenges in biomanufacturing. IVCD repre-
sents the cumulative area under the growth curve that results from plotting viable 
cell density against time in culture [10, 11]. Under the presumption of constant cell 
specific productivities, IVCD becomes the determining factor for the finally achieved 
volumetric yield. Cell death during batch and fed-batch culture can occur in response 
to a wide spectrum of stimuli, ranging from agitation induced insults to perturba-
tions of the bioreactor environment that result in suboptimal growth and viability 
conditions. The latter changes could be nutrient limitation and depletion, accumula-
tion of toxic metabolites and byproducts, pH-fluctuations, and perturbations of the 
oxygen supply [12]. One of the parameters directly related to IVCD is peak viable cell 
density. In a given environment this parameter is unique to a specific producer clone 
and several intrinsic features of the clone determine its performance in terms of its 
maximum achievable viable cell density and IVCD. This clone intrinsic growth per-
formance is likely to be associated with the cells energy metabolism and ability to 
efficiently utilize available nutrients.

3.5.2.2 Specific Productivity (Qp)
Average specific productivity is calculated by dividing the arithmetic mean of daily 
product concentrations per production run by the cumulative number of viable cells 
per run. For clone ranking purposes, it is common practice to determine average spe-
cific productivity only for the exponential phase of the growth curve where cell growth 
and viability are most robust and where the secreted product is not yet exposed to 
degrading enzymes that originate from dying cells. Specific productivity is cell cycle- 
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and growth phase-associated [13, 14]. This is not surprising since the protein synthe-
sis and secretion machinery is regulated at multiple stages and competes with mitosis 
and cell growth processes for the limited intracellular energy. Pharmaceutical pro-
ducer clones that have been selected to produce high levels of heterologous mRNA 
experience bottlenecks at several rate-limiting steps within the protein expression 
and secretion machinery [15] some of which may be controlled by the cell cycle [14, 16]. 
The G1 resting phase of the cell cycle has been linked to the highest specific productiv-
ity. Increasing the percentage of cells in the G1 phase typically leads to a concomitant 
increase of Qp [13, 17]. Induction of G1 growth arrest can be achieved by mild hypother-
mic temperature shift, addition of chemicals such as DMSO, or by overexpression of 
the cell cycle inhibitory proteins p21Cip1 or p27Kip1 [17]. The underlying mechanism 
of all these strategies is the up-regulation of cyclin-dependent kinase inhibitors [17]. 
Recently, Clarke et al. have used gene expression profiles to build a predictive model 
of CHO productivity in bioprocess cell culture [18].

Engineered mammalian cells for industrial bioprocessing can suffer from cell 
line instability and a concomitant loss of specific productivity. This phenomenon 
appears to be rather common for Chinese hamster ovary (CHO) clones regardless of 
the gene expression system used [19]. A producer cell line that maintains stability 
of production is one of the most important prerequisites for the successful commer-
cial manufacture of a therapeutic protein [20, 21]. Contract manufacturers define a 
production cell line as unstable if its product titer declines by more than 30 % over 
a period of time that covers at least 55 cumulative population doublings [21, 22]. Epi-
genetic methylation-induced transcriptional silencing of the CMV promoter driving 
transgene transcription and progressive loss of recombinant transgene copies in 
a proliferating CHO cell population as well as other yet unidentified mechanisms 
are thought to cause Qp loss during extended maintenance culture [19]. The link 
between loss of transgene copy number, mRNA level, and Qp-decline has not always 
been confirmed [20, 23] which emphasizes the notion that Qp is a function of diverse 
cellular parameters affecting the complex expression and secretion machinery.

3.5.2.3 Interplay of Energy and Sugar Nucleotide Metabolism
Over the course of their life cells perform mechanical, transport, and chemical work, 
and they manage their energy resources to complete all these tasks by energy cou-
pling. This means that they use the exergonic process energy gained from cellular res-
piration and central metabolism to drive endergonic chemical reactions such as the 
synthesis of glycoproteins from aminoacyl-t-RNA and sugar nucleotide monomers. 
The 2 dominant energy nutrients of mammalian cells in culture are glucose and glu-
tamine [24], both of which ultimately feed into the TCA cycle and electron transport 
reactions. Under ideal standard conditions, each mole of glucose that is utilized by 
respiration can yield about 686 kcal of energy, which can then be used for endergonic 
biosynthesis processes [25]. But the conditions in cancer cells and many immortal 
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cell lines differ from this ideal situation as these cells suffer from the Warburg effect 
[26, 27]. Even if oxygen supply is unlimited, these rapidly proliferating cells typi-
cally utilize glucose via glycolysis and secrete massive levels of lactate. In contrast to 
normal cells that can efficiently utilize glucose, most cancer cells and immortal cells 
including CHO cells show a blocked metabolic flux at the level of the pyruvate dehy-
drogenase complex, which effectively results in a decoupling of glycolysis and TCA 
cycle and electron transfer chain [28, 29].

Of the 3 enzymes that are major regulators of glycolytic flux (hexokinase, phospho-
fructokinase, and pyruvate kinase), hexokinase is also contributing to the Warburg 
effect from yet another angle: in rapidly growing cancer cells, mitochondrially-bound 
hexokinase II is highly overexpressed and has been identified as the driving force for 
the extremely high level of glycolysis observed in Warburg-affected tumor cells [30-
32]. The dependence of hexokinase on mitochondrial ATP indicates that glycolysis 
can only work properly if the cells have access to other sources of energy besides 
glucose. These alternative energy molecules must feed into anaplerotic pathways 
which generate ATP within the mitochondrial TCA cycle. Indeed, glutamine feeding 
is required to maintain the TCA cycle activity while the combined effects of pyruvate 
dehydrogenase block and excessive hexokinase activity in Warburg-affected cancer 
cells results in an accumulation of pyruvate which is then directly converted into 
lactate [33]. Since aerobic glycolysis is a very inefficient way to generate ATP, CHO 
cells consume glucose very rapidly as long as this source of energy is available [34]. 
The activity of the glycolytic key enzyme phosphofructokinase 1 (PFK-1) is the last 
step of the energetically expensive preparatory phase and initiates the pay-off phase 
of glycolysis where an excess of ATP energy equivalents is generated. Metabolic block 
of PFK-1 can cause an accumulation of glucose-6-phosphate which in turn can be 
utilized by the pentose phosphate pathway to provide cellular NADPH. A metabolic 
block of PFK-1 activity is mediated by its allosteric inhibitor fructose 2,6-bisphos-
phate, a metabolite synthesized by the bifunctional enzyme phosphofructokinase 2/
fructose-2,6-bisphosphatase [35, 36]. Overexpression of TIGAR (TP53-induced glycoly-
sis and apoptosis regulator), a protein carrying such a phosphofructokinase/fructose-
2,6-bisphosphatase activity has been observed in several cancer cells [37, 38]. TIGAR 
activity causes an accumulation of the PFK-1 allosteric inhibitor fructose-2,6-bisphos-
phate and in turn causes an accumulation of glucose-6-phosphate and increases the 
activity of the pentose phosphate cycle [39-41]. This is beneficial for cancer cell sur-
vival, since NADPH derived from the pentose phosphate cycle is the major source of 
reducing power needed for quenching reactive oxygen species (ROS) produced during 
rapid cell proliferation [42]. Cytosolic sugar nucleotide biosynthesis is intrinsically 
linked to the cellular energy metabolism and strongly dependent on availability of 
glycolytic pathway intermediates [43]. As a consequence of increased glycolytic flux 
and pentose phosphate cycle activity, nutrient limitation causes important key inter-
mediates of the glycolytic pathway to become less available as substrates for anabolic 
biosynthesis reactions including sugar nucleotide and oligosaccharide synthesis. 
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Both, fructose-6-phosphate and glucose-6-phosphate, are glycolytic intermediates 
that contribute to the accumulation of the UDP-GlcNAc-, UDP-Gal- and GDP-mannose 

Figure 3.5.1: Sugar nucleotide metabolism as an interdependent metabolic sink for energy and redox 
metabolism intermediates.
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primary sugar nucleotide pools (Figure 3.5.1) Therefore, modulation of these path-
ways in particular a reduction of the glycolytic flux would be desirable.

The intracellular pools of these primary sugar nucleotides have a direct effect on 
the proportion of fucose and sialic acid precursors [43]. GDP-L-fucose and CMP-sialic 
acid are synthesized from these primary sugar nucleotides, and their efficient bio-
synthesis is therefore even more reliant on a sufficient supply of glycolytic pathway 
intermediates. The cytosolic UDP-GlcNAc-pool has been suggested to affect the anten-
narity of N-glycans [43]. Most recently, UDP-GlcNAc has been identified as a key sub-
strate for the posttranslational attachment of an O-linked β-N-acetylglucosamine to 
serine 529 of PFK-1 in response to hypoxia [44]. O-GlcNAcylation at serine 529 blocks 
PFK-1 activity [44] and boosts pentose phosphate cycle and sugar nucleotide metabo-
lism at the expense of downstream glycolytic flux. An elevated cytosolic pool of UDP-
GlcNAc and efficient O-GlcNAcylation of PFK-1 may therefore cause an interruption 
of glycolytic lactate production. The cellular pool of GDP-mannose is likely to be a 
rate limiting substrate for the synthesis of the high-mannose dolichol pyrophosphate-
linked oligosaccharide donor that is assembled on the cytoplasmic face of the rough 
endoplasmic reticulum. Considering that the oligosaccharyltransferase complex 
catalyses the initial step in the biosynthesis of N-linked glycoproteins and that it acts 
as a gatekeeper for the secretory pathway [45], it becomes obvious that a well-filled 
cytosolic GDP-mannose pool is an important prerequisite for the efficient assembly 
and secretion of glycoproteins. The high glycolytic flux and pentose phosphate cycle 
activity in Warburg-affected cancer cells are able to deplete the cytosolic GDP-man-
nose pool and therefore run counter to a seamlessly efficient glycoprotein synthe-
sis and secretion. The observed rate limiting activity of dolichol pyrophosphate oli-
gosacharyltransferase during glycoprotein secretion has led to the generation of a cell 
line modified to express lipid-linked oligosaccharide (LLO) flippase [46]. Aside from 
this, engineering of the sugar nucleotide metabolism has been used to achieve certain 
desired product quality attributes pertaining to glycosylation. These will be discussed 
in Section 3.5.3.3.

3.5.2.4 ER Processing and Quality Control
It has been observed in many cases that the mRNA level does not correlate well with 
the expression level of the respective protein. This also holds true for the expression 
of therapeutic proteins from pharmaceutical producer clones [23]. Bottlenecks down-
stream of translation have been discussed as a cause for this correlation mismatch 
[47, 48]. One of the well-known bottlenecks for achieving high product titers in cell 
culture supernatant is the ER processing and quality control machinery. Since the 
endoplasmic reticulum is a luminal compartment of the cell involved in folding and 
sorting of newly synthesized secretory cargo proteins, several quality control mecha-
nisms are in place within the ER to ensure proper folding and secretion of expressed 
proteins. The lines of defense against secretion of misfolded proteins include the cal-
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nexin-calreticulin cycle, the unfolded protein response (UPR) [49], the ER-associated 
protein degradation (ERAD) [50], and the ER overload response [51]. Many engineer-
ing attempts have been made to interfere with ER quality control in order to improve 
volumetric yield for target proteins.

3.5.2.5 Golgi Processing and the Glycosylation Machinery
The Golgi processing and glycosylation machinery is not only relevant as a bottleneck 
to optimal secretion efficiency but also as the subcellular compartment that supports 
proper posttranslational modifications, in particular glycosylation.

All of these subcellular functional units have been subject to cell line engineering 
with the aim of improving either the total product output per unit time or the overall 
quality of the secreted product. These cell line engineering approaches will be dis-
cussed in the following section.

3.5.3 Cell Line Engineering Approaches

3.5.3.1 Cell Line Engineering Approaches Aimed at Achieving an Improved IVCD
Because of the tremendous impact of cellular growth and viability on volumetric 
product titer, several approaches have been pursued to engineer cells for improved 
bioreactor growth parameters. The majority of these approaches have focused on the 
suppression of apoptotic cell death and on improving metabolic utilization of chemi-
cal energy.

Apoptosis Blocker
Mammalian cells are very sensitive to environmental changes of their growth con-
ditions. Cell death not only causes a decrease in overall viable cell density but the 
resulting loss of compartmental integrity can liberate degrading enzymes from the 
dying cells to accumulate in the cell culture supernatant. These leached degrading 
enzymes put the precious product at risk of being fragmented and modified in unfa-
vourable terms. Blocking cell death during upstream fermentation is therefore critical 
for optimal bioprocessing. The 2 prominent causes of cell death in a bioreactor are 
necrosis and apoptosis. While necrosis is a form of cell death that is caused by factors 
external to the cell, e.g., mechanical trauma, toxin exposure etc., apoptosis is a pro-
grammed form of cell death that occurs in response to a number of different stimuli 
[52, 53]. In fed-batch cell culture processes, apoptosis is considered to be the prevalent 
form of cell death, accounting for about 80 % of CHO cell death in standard serum-
free batch cultures [52-54]. Proapoptotic factors that may cause cells to undergo apop-
tosis include reactive oxygen species (ROS) that originate from mitochondrial activity 
and/or from the bioreactor oxygen sparger and autocrine factors that are released by 
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the cells in response to increasing cell density [55]. Serum apparently has a protective 
effect on the cells. Mammalian cells grown in serum-free media are more prone to die 
by apoptosis [12, 55]. It has been suggested that serum may contain some effective 
antiapoptotic factors that protect cells from apoptosis during all stages of cell growth 
following nutrient depletion [52]. In order to limit the extent of apoptotic cell death 
during upstream fermentation runs, engineers have focused on improving the cell 
culture media and feed compositions and on genetic engineering approaches [52, 55, 
56]. Approaches to engineer cells to become more resistant to proapoptotic triggers 
include coexpression of the antiapoptotic proteins Bcl-2, which was the first antia-
poptic gene used for this purpose, and Bcl-xL, another antiapoptotic regulator [52]. 
Inducible overexpression of the antiapoptotic genes E1B-19K and Aven has resulted in 
increased culture performance and mAb titers for mammalian CHO cell cultures [57]. 
Since the specific productivities of cells expressing E1B-19K and Aven genes were com-
parable or slightly lower compared to the specific productivities of the parental hosts, 
the observed increases in volumetric productivity were primarily attributed to gains 
in IVCD over fed-batch duration [57]. Reports about the protective effect of silkworm 
hemolymph against apoptotic cell death have led to the discovery of the responsible 
30K protein, which was found to be encoded by the Bombyx mori 30Kc6 gene [58]. 
Transient expression of 30Kc6 was reported to significantly suppress apoptotic cell 
death induced by serum deprivation and to increase IVCD and product titer by five- to 
tenfold [58]. Originally, the positive effects of 30Kc6 expression on IVCD and produc-
tivity in CHO cells were attributed to stable maintenance of mitochondrial activity 
[58]. Wang et al. demonstrated in 2012 that stable coexpression of 30Kc6 increased 
cell viability by 46.7 % and overall productivity of a monoclonal antibody by 3.4-fold 
[59]. The authors suggest that 30Kc6 expression inhibits apoptosis by repressing the 
Bax translocation from cytosol to mitochondria, which in turn downregulates apop-
totic cascade responses including cytochrome c release and caspase-3 activation [59]. 
Majors et al. [60] demonstrated that overexpression of the E2F-1 cell cycle transcrip-
tion factor in CHO DG44 antibody producer lines postpones entry into stationary 
phase in mammalian cells and causes an average 20 % increase of viable cell density 
over nontransfected control cell lines in batch culture. Unfortunately, this positive 
effect was no longer evident under commercially relevant fed-batch conditions [60]. 
Majors et al. employed the Ramos B cell line as a mutagenesis and selection tool for 
evolution of a novel gain-of-function mutant of the apoptosis-protective bcl-xL gene 
[61]. CHO cells engineered to overexpress the strongly active Bcl-x(L) Asp29Asn variant 
demonstrated a stronger resistance against apoptosis when compared with CHO cells 
expressing the wild-type Bcl-x(L) protein [61]. Provided that the elevated protection is 
maintained during fed-batch and scale-up, stable coexpression of Bcl-x(L) Asp29Asn 
seems to be a very promising route for antiapoptotic cell line engineering.

The most important application for overexpressing antiapoptotic genes is to sup-
press cell death during bioreactor processing and to improve IVCD over process dura-
tion. In spite of all the successes of antiapoptotic cell line engineering, a cell line-
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adapted approach to bioprocessing still remains the best means to achieve an optimal 
and sustained cell growth in upstream cell culture.

In the future, miRNA-based cell line engineering may turn out as an additional 
approach towards regulation of cellular growth and productivity of biopharmaceuti-
cal producer cell lines [62-64].

Metabolic Engineering
One of the major triggers of cell death and declining cell growth are nutrient limita-
tion at the end of batch or fed-batch processing and accumulation of toxic metabo-
lites. The 2 most common growth-inhibiting metabolites are lactate and ammonia. 
The strong lactate accumulation by certain producer clones that suffer from Warburg 
effect is undesirable, not only as it impacts cell growth but also as it causes a need for 
frequent alkaline titration during bioprocessing. These frequent temporary shifts in 
pH are likely to trigger deamidation of solvent-accessible asparagine and glutamine 
residues within the manufactured protein products. Elevated levels of accumulated 
ammonia also simultaneously affect cell viability and product quality. Elevated 
ammonia above the critical threshold level of ~5 mM must be avoided in order to 
maintain seamless glycoprocessing [65-67]. The negative impact of ammonia corre-
lates with the presence of the unprotonated ammonia species, which accounts for 
the pH-dependency of ammonia toxicity. Local pH-maxima generated during alkaline 
titration required to compensate for strong lactate production also have an undesir-
able impact on product glycosylation. They contribute to the formation of unpro-
tonated ammonia species, which can freely dissociate across membranes and are 
thus far more toxic than the ionized form of ammonia. Ammonia has been shown to 
collapse the Golgi-cytosol pH gradient and cause an alkaline shift within the acidic 
Golgi compartments. This changes both, pH-optima of glycosylation enzymes and 
also their compartmentally localized membrane association. One well-known con-
sequence of ammonia accumulation within the Golgi compartment is the interrup-
tion of the N-glycan processing cascade at the stage of the Man(5GlcNAc(2)-structure. 
Ammonia apparently blocks the transfer of N-acetylglucosamine (GlcNAc) residues 
to Man(5GlcNAc(2), an enzymatic activity catalyzed by α-1,3-mannosyl-glycoprotein 
2-β-N-acetylglucosaminyltransferase (GnT-I) [68]. In line with this, the GnTI defec-
tive CHO cell mutant Lec-1 produces homogeneous N-linked Man(5)GlcNAc(2) glycan 
structures [69]. However, ammonia poisoning does not seem to be the only root cause 
for the occurrence of elevated levels of undesirable Man(5)GlcNAc(2)-structures. 
Increases in undesirable Man(5)GlcNAc(2)-structures have also been linked to a com-
bination of high basal and feed media osmolality and increased run duration [70].

Given the negative impact of ammonia on cell growth and product quality, cell 
line engineering approaches have focused on ammonia reduction for a long time. 
Mammalian cells contain only 2 major enzymes capable of utilizing free ammonia 
as a substrate – one is glutamine synthetase (GS) and the other is the urea-cycle-
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enzyme carbamoylphoshate synthetase I [71, 72]. Both of these enzymes have been 
used to engineer cells for increased resistance towards ammonia [71-74]. Glutamine 
synthetase (GS) has widely been used as an amplifiable selection marker in NS0- and 
CHO-based expression systems that were developed by scientists at Celltech Ltd., a 
company that was later acquired by Lonza [71, 75]. Recently, a CHO starter cell line 
carrying a biallelic knock-out of the endogenous glutamine synthetase gene was 
generated in order to improve the use of GS as a selection marker with additional 
ammonia reduction activity [76]. The other major metabolic engineering approach 
for pharmaceutical CHO cell lines focuses on carbon distribution between glycoly-
sis and the TCA cycle and particularly on minimizing lactate accumulation. During 
fed-batch production the producer cells progress through multiple metabolic stages 
whereby the changing cellular metabolism during fed-batch growth is characterized 
by an inverse relationship between cell growth and target protein productivity [77]. 
The stationary phase that follows the exponential cellular growth typically shows an 
increased productivity for the heterologous protein product [77]. Unfortunately, the 
Warburg effect is most dominant during exponential growth and therefore this phase 
is typically accompanied by strong lactate production and minimal TCA-cycling [77, 
78]. Nutrients in media and feeds seem to have a strong impact on lactate production. 
While glutamine has been shown to be effective in replenishing the anaplerotic flux, 
it has also been shown to contribute stronger than glucose to the overall lactate accu-
mulation during exponential growth [77]. Interestingly, it was reported that CHO cells 
utilize glucose more effectively for anaplerotic replenishment during the stationary 
phase of cell growth as the Warburg block seems to be less prominent at this stage 
[77]. Dean and Reddy suggested that the magnitude of this metabolic shift at the sta-
tionary phase is important for achieving high viable cell densities and product titers. 
They also found that the 2 metabolic enzymes phosphoenolpyruvate carboxykinase 
(PEPCK1) and pyruvate kinase (PK) are differentially regulated during exponential 
and stationary phases [77]. Moreover, it had been shown that certain CHO cell clones 
are able to consume lactate, particularly as they enter the stationary phase [79]. Those 
lactate-consuming clones apparently also have a much better energy efficiency com-
pared to lactate producing clones as they show a 6 times greater ATP production per 
total C-mol substrate consumed [80]. Zagari et al. did a comparative analysis of the 
mitochondrial membrane potential and oxygen consumption of lactate consumers 
and lactate producers and found a positive correlation between a strong mitochon-
drial oxidative metabolism and lactate consumption [79]. Templeton et al. found that 
energy was primarily generated through oxidative phosphorylation upon the switch 
from exponential growth to peak protein production in the stationary phase [78]. 
This switch was found to be associated with an elevated oxidative pentose phosphate 
pathway activity that alleviated the reliance of the cellular energy metabolism on lac-
tate-promoting glycolytic flux [78]. Differential expression of metabolic enzymes and 
mitochondrial redox regulators in lactate consuming clones may provide new tools 
for metabolic engineering aimed at reducing lactate accumulation and improving 
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flux into the TCA cycle. An early approach to engineer CHO cells for restricted lactate 
production was the coexpression of human pyruvate carboxylase (hPC) [81]. Com-
pared to control cells, the specific lactate production rate of clones coexpressing hPC 
was decreased by 21 to 39 % [81]. Dorai et al. showed that apoptosis-resistant CHO cell 
lines coexpressing the antiapoptotic genes E1B-19K, Aven (EA167) and a mutant of 
XIAP (EAX197) were also lactate-consuming clones while their parental clones accu-
mulated significant levels of lactate [82]. The benefit of combining lactate engineering 
approaches with simultaneous coexpression of antiapoptotic transgenes was demon-
strated by Jeon et al. who developed a BCL-2-overexpressing dhfr(-) CHO cell line with 
a downregulated lactate dehydrogenase A gene [83].

3.5.3.2 Engineering Approaches Aimed at Improving Protein Secretion and Qp

Specific productivity, the other contributing factor to overall process volumetric pro-
ductivity, is of course dependent on all compartments of the cell engaged in protein 
synthesis, transport, processing, and export. Since approaches for designing efficient 
expression cassettes for stable high level production of transgene mRNA and codon 
optimization for efficient translation have been extensively discussed elsewhere, 
this section will keep the focus on the more recent cell line engineering approaches 
that have targeted the secretory capacity of pharmaceutical producer cell lines. The 
amount of product that is released from each cell into the culture supernatant during 
upstream processing is not only dependent on the efficiency of the expression cas-
sette in providing high levels of stable mRNA but also on the efficiency of intracellu-
lar processing of the translated protein. As discussed in the introductive section, the 
translated protein encounters several bottlenecks en route to the plasma membrane 
from where it is finally secreted. Heterologous overexpression of therapeutic proteins 
from strong promoters can contribute to protein overload and intracellular aggregate 
accumulation if the cells folding machinery and ER capacity become overwhelmed. 
Accumulation of misfolded protein within the ER compartment triggers the unfolded 
protein and ER overload responses and thereby causes an undesirable decline in cell 
specific productivity. Coexpression of the UPR-associated transcription factor GADD34 
(gene encoding growth arrest and DNA damage inducible protein 34) has been shown 
to increase production of recombinant human antithrombin III from CHO cells [84]. 
A very interesting approach to overcome bottlenecks in intracellular protein process-
ing is based on artificial expansion of the ER capacity. Heterologous coexpression 
of the active, spliced form of human X-box binding protein 1 (XBP-1(s)) transcription 
factor has been shown to cause ER expansion and a concomitant increase in spe-
cific therapeutic antibody productivity of CHO-DG44 cell cultures [85, 86]. However, 
in order to maintain this type of enhanced secretion it was necessary to coexpress 
an additional antiapoptotic transgene [86]. Other approaches have focused on engi-
neering the chaperone repertoire, e.g., by overexpressing BIP, the ER quality control 
mechanism including the calnexin calreticulin cycle as well as other enzymes such as 
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protein disulfide isomerase (PDI) and prolyl-cis-transisomerase that are involved in 
the protein folding capacity of the ER. Overexpression of protein disulfide-isomerase 
even decreased target protein secretion [87]. Later it was found that the oxidative state 
of PDI is important for activity and an expression system for inducible coexpression 
of PDI was devised [88].

But the ER is not the only bottleneck. Vesicle transport between the ER and Golgi 
compartments and the plasma membrane is as critical for efficient secretion. Just like 
other cells that grow in suspension CHO cells have lost their polarity and it has been 
suggested that CHO suspension cells retain the capacity for both apical and basolat-
eral secretion [89]. Heterologous expression of the ceramide transfer protein (CERT), 
a protein involved in protein kinase D-dependent protein transport from the Golgi to 
the plasma membrane, resulted in higher specific productivities of the target thera-
peutic protein by engineered cells grown in suspension cultures [90]. These data sug-
gested that a bottleneck in recombinant protein secretion at the Golgi complex has a 
strong impact on specific productivity in pharmaceutical producer cell lines grown in 
suspension [90]. The final stage of Golgi vesicle maturation, fusion with the plasma 
membrane and exocytosis, has been targeted as well: Sec1/Munc18 proteins stabilize 
a specific conformation of syntaxin as part of the SNARE complex bringing the 2 mem-
branes together and initiate fusion [91]. Overexpression of components of the fusion 
complex, either Munc18 alone [92] or combined expression of SNAP23 and VAMP8 
[93] has also been shown to increase the production of coexpressed therapeutic pro-
teins in mammalian cells. 

As posttranslational modifications – in particular glycosylation – commonly 
suffer at higher expression levels, a deficit should not only be expected in the final 
stages of Golgi maturation. During the transport of cargo proteins from the ER through 
Golgi cisternae towards the plasma membrane, ER and Golgi resident proteins would 
gradually get lost without an efficient sorting mechanism. Cargo protein transport 
is accomplished by COP complexes. COPI is responsible for retrograde transport of 
ER and Golgi resident functional proteins while COPII moves cargo proteins in the 
anterograde direction. These protein complexes form a cytoplasmatic coat for the 
membrane system directing vesicles through interaction with respective tails of func-
tional and cargo membrane proteins [94] and could represent another potential target 
for enhancement.

When boosting a single point in the “assembly line” other elements are likely to 
become rate limiting in a producer cell. Therefore, it would be intriguing to target the 
whole secretion apparatus at once with one single regulator. As the driver for loco-
motion of the various vesicles the dynamic actin cytoskeleton could represent such 
unifying factor. Its assembly is regulated by the Rho GTPAse CDC42 which recruits the 
actual motor dynein, interacts with the γ-subunit of COPI as well as with syntaxin I 
[95-97]. However, as a central regulator of cellular processes CDC42 not only controls 
secretion but also affects transcription, translation, stress response, and apoptosis. 
Moreover, simple overexpression is not useful because conversion of CDC42 into its 
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active GTP-bound form is strongly regulated itself by guanine nucleotide exchange 
factors (GEFs) and GTPase-activating proteins (GAPs). Even overexpression of a per-
manently active GTPase-defective cdc42 mutant is not beneficial: while generally 
promoting secretion it also inhibits transport of some proteins and causes cell cycle 
arrest [98, 99].

We have recently shown that in contrast to the constitutively active variant a 
mutant shuttling between GDP and GTP bound stages in the absence of GEFs is able 
to boost productivity of various antibodies in CHO cells up to 2.6-fold. The approach 
is applicable to empty starter and preexisting producer cell lines and requires a well-
adjusted expression of CDC42 [100].

3.5.3.3 Engineering Approaches Aimed at Improving Product Quality
Given the past successes in improving upstream product titer, the focus of manufac-
turers in the biopharma industry has started to shift towards achieving an improved 
product quality. The physicochemical complexity of large macromolecular therapeu-
tics complicates the assessment of product quality and requires a practically feasible 
and meaningful approach. A rational approach towards assessing product quality is 
to focus on measurable parameters of therapeutic activity such as pharmacokinetics 
and pharmacodynamics and on currently known product safety attributes.

Engineering of the Glycosylation Machinery
One of the most common, yet complex critical quality attributes of biotherapeutics 
produced by mammalian cell culture is product glycosylation [101]. Currently, 3 
distinct types of glycosylation have been described to occur on proteins: N-linked, 
O-linked, and C-type [102]. While the latter is less common and has a rather simple 
chemistry, N- and O-linked glycosylation show a much higher degree of molecular 
complexity and have therefore been a greater focus of biopharmaceutical analytics. 
N- and O-linked glycans contribute significantly to the physicochemical microhet-
erogeneity of therapeutic proteins. Each molecule of a protein drug can potentially 
contain N- and O-glycans that differ in complexity from those glycans attached to 
another protein molecule. To make things worse, glycan sites may only partially be 
occupied [103]. This however is less of an issue for proteins made in mammalian cell 
culture but more so for those products that are made in yeast [103].

The terminal sugars of N- and O-glycans have been linked to pharmacokinetic 
and pharmacodynamic properties of biopharmaceuticals [104, 105]. The degree of sia-
lylation has been shown to impact the pharmacokinetic behaviour including circula-
tion half-life of glycoproteins [105, 106]. Terminal sialylation is now regarded as such 
an important quality attribute of biopharmaceuticals that high throughput methods 
have been developed by industry to monitor intraclonal variability of glycoprotein 
sialylation at early stages of upstream development [107]. Terminal mannose has 



 

 3.5 Manipulation of Cell Growth, Metabolism and Product Quality Attributes    229

been linked to increased clearance receptor binding [108-110] although this effect of 
terminal high mannose on antibody pharmacokinetics still seems to be an issue of 
debate [111]. Terminal fucose has been implicated in affecting antibody pharmacody-
namics [104].

In order to achieve the production of therapeutic glycoproteins with desired gly-
cosylation quality attributes and quality target glycoforms there are 2 major routes 
of cell line engineering: the cytosolic sugar nucleotide metabolism and the compart-
mentalized glycan-processing machinery (see also Chapter 4.1).

Glycoengineering Methods Targeting the Sugar Nucleotide Metabolism
Sugar nucleotides provide the building blocks from which complex oligosaccharide 
O- and N-glycans are assembled. As mentioned earlier, the biosynthesis of sugar 
nucleotides requires primary metabolites of the central energy metabolism and 
therefore operates in competition to cellular growth – particularly under nutrient 
limitation. Specifically adapted feed regimes have already been devised to support an 
improved sugar nucleotide biosynthesis and ultimately a better product glycosylation 
[112]. For historic and economic reasons, glucose and glutamine are still the domi-
nant sources of energy in cell culture media and feeds. This implies that under stand-
ard bioreactor upstream conditions the synthesis of other sugars is typically starting 
from the primary metabolites of these original energy sources. The important sugar 
nucleotide substrate UDP-galactose is synthesized by an interconversion of glucose 
and galactose, which is catalyzed by the enzymes of the Leloir cycle, in particular 
UDP-galactose-4-epimerase [113]. This central galactose-glucose-interconversion 
enzyme utilizes not the sugars themselves but their UDP-sugar nucleotides. As a con-
sequence, an efficient supply of the nucleoside diphosphates such as UDP is therefore 
also critical for the efficient biosynthesis of UDP-galactose and other sugar nucleo-
tides. Researchers at Genentech were among the first to recognize this and devised 
a cell line engineering approach where the pharmaceutical host cell line is selected 
for resistance to N-phosphonacetyl-L-aspartate, an inhibitor of the central enzyme 
complex responsible for pyrimidin de novo synthesis [114]. These host cell lines 
selected for overexpression of the CAD multienzyme complex display an increased 
activity of carbamoyl-phosphate synthetase 2, aspartate transcarbamylase and dihy-
droorotase and allegedly support an improved level of target product galactosylation. 
This original work is in line with the data of Gramer et al. who demonstrated the effect 
of uridine feeding on target product galactosylation [112].

Cytidine monophosphate-sialic acid (CMP-sialic acid) is another sugar nucleo-
tide that has been targeted by metabolic cell line engineering approaches. The first 
2 committed, rate-limiting steps of the biosynthesis of the sialic acid sugar nucleo-
tide CMP-5-N-acetylneuraminic acid (CMP-Neu5Ac) is regulated by the bifunctional 
key enzyme uridine diphospho-N-acetylglucosamine (UDP-GlcNAc) 2-epimerase/N-
acetylmannosamine (ManNAc) kinase (GNE/MNK) [115]. In its natural wild type form 
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the epimerase activity of this enzyme is subject to allosteric feedback inhibition by 
CMP-Neu5Ac [115]. Point mutations within the allosteric domain of GNE/MNK abolish 
the feedback inhibition and result in an excessive overproduction of CMP-sialic acid 
[116]. Such feedback-abolishing mutations are known to be associated with codons 
263 and 266 of the GNE/MNK gene [117]. Heterologous coexpression of this sialuria 
mutant of GNE/MNK has been claimed to enhance the steady state concentration of 
CMP-sialic acid in the cytosol and to achieve a concomitant increase in the degree of 
target protein terminal sialylation [118]. Later, Bork et al. confirmed these results for 
EPO expression in CHO [119] and Son et al. demonstrated that the CMP-sialic acid 
concentration of CHO cells engineered for sialuria-mutated GNE/MNK (R263L-R266Q) 
expression was increased by more than tenfold and that the sialic acid content of 
rhEPO produced from these engineered cells was 43 % higher compared to the rhEPO 
sialylation of control cells [120].

In most animal cells, and in particular rodent cells including CHO, the synthe-
sis of sialic acid sugar nucleotides proceeds to N-glycolyl-neuraminic acid (Neu5Gc) 
because these cells typically possess CMP-N-acetylneuraminic acid hydroxylase 
(CMP-Neu5Ac hydroxylase) activity [121]. However, human cells lack this enzyme and 
therefore glycostructures containing terminal Neu5Gc-sialic acid can be considered a 
foreign epitope to the human immune system. Since all humans have Neu5Gc-specific 
antibodies, the presence of covalently bound Neu5Gc can lead to the formation of 
immune complexes and accelerated drug clearance [122, 123]. Therefore, the absence 
of Neu5Gc-sialic acid is an important quality attribute of biotherapeutics. In order to 
mitigate this potential problem Chenu et al. have engineered CHO lines to achieve a 
downregulated CMP-Neu5Ac hydroxylase activity [121].

Two other cell line engineering approaches to enhance recombinant glycoprotein 
galactosylation and sialylation focused on enhancing the transport of sugar nucle-
otides across membranes of the luminal compartments. Wong et al. reported that 
overexpression of the CMP-sialic acid transporter (CMP-SAT) in CHO cells has led to 
an increased CMP-sialic acid intraluminal pool and a concomitant increase of target 
protein sialylation [124]. Later Jeong et al. and Son et al. confirmed this beneficial 
effect [120, 125].

The other approach focuses on the antiport activity concerning the import of UDP-
sugar nucleotides into the Golgi. Upon transfer of the monosaccharide sugars from the 
activated sugar nucleotide precursor to the nascent oligosaccharide N- and O-glycans 
the respective nucleoside diphosphate is released. These nucleoside diphosphates 
however work as inhibitors for the glycosyltransferases [126]. Moreover, the required 
UDP-sugar nucleotides are imported into the Golgi lumen via antiport against uridin-
monophosphate (UMP) [127]. To accommodate these 2 reactions, the Golgi lumen con-
tains nucleoside diphosphatase activity whereby the Golgi resident UDPase activity 
is most prominent [128]. It was found that Golgi UDPase is upregulated in response to 
ER stress and ER capacity expansion [129]. In line with this context, a patent applica-
tion filed by Momenta Pharmaceuticals claims that overexepression of a nucleoside 
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diphosphatase in particular uridin diphosphatase (apyrase) improves galactosyla-
tion and overall glycosylation quality [130].

A desirable quality target glycoform concerning monoclonal antibodies is the 
absence of α-1,6-linked core-fucose from the Fc-Asn297-linked N-glycans. Antibodies 
lacking core-fucose show a much higher antibody dependent cell-mediated cytotoxic-
ity (ADCC) and related antitumor activity. The ADCC effector function of IgG1, -2 and 
-3 antibodies is the dominant mechanism by which therapeutic antibodies can kill 
tumor cells. ADCC is mediated by the binding of antigen-antibody complexes to Fcγ 
receptors expressed on immune cells whereby the mechanism underlying ADCC is the 
binding of the FcγRIIIa (CD16a) receptor on natural killer (NK) cells to the antibody 
Fc domain of the IgG molecule. Upon binding between IgG-Fc and the FcγRIIIa recep-
tor afucosylated Fc-N-glycan structures enable additional carbohydrate-carbohydrate 
interactions between the N-glycans of the FcgRIIIa receptor and the afucosylated Fc, 
which are absent in the complex structure with fucosylated Fc [131]. This explains the 
observed fortified binding activity of afucosylated antibodies.

In April 2012 Kyowa Hakko Kirin’s mogamulizumab (trade name Poteligeo®), a 
humanized monoclonal antibody targeting CC chemokine receptor 4 (CCR4), became 
the first afucosylated therapeutic mAb that was approved for market authorization 
[132, 133]. A less well-known quality attribute concerning the terminal sugar fucose 
is the absence of antennary fucosylation. Spontaneous gain of function mutations in 
CHO can lead to the addition of fucose moieties to the C-3 or C-4 antennary GlcNAc 
or galactose residues resulting in antennary fucosylated Lewis X structures [134, 135]. 
This type of antennary fucosylation has been reported to target such molecules to 
sites of inflammation and will therefore adversely affect biodistribution, pharmacoki-
netics and in vivo activity of therapeutic glycoprotein drugs [135-138].

Heterologous coexpression of the pseudomonadal enzyme GDP-4-keto-6-deoxy-
D-lyxohexulose reductase (RMD, synonyms GDP-4-keto-6-deoxy-D-mannose reduc-
tase, GDP-4-keto-D-rhamnose reductase) in the cytosol of eukaryotic cells leads to an 
immediate shut down of the fucose de novo synthesis pathway and efficiently depletes 
the cytosolic sugar nucleotide pool of GDP-L-fucose [139, 140]. In consequence, anti-
bodies secreted from RMD-coexpressing cells are almost completely devoid of both, 
core- and antennary fucose [139, 140]. The GlymaxX® technology, developed by Pro-
BioGen, is based on heterologous stable coexpression of this RMD enzyme.

Fucose is either taken up by the cells from the culture medium and utilized via the 
salvage pathway or it is de novo synthesized inside the cell from GDP-mannose via short 
lived intermediates before it is transported to the Golgi apparatus for attachment to the 
nascent glycan [141]. Quantitative assessments of fucose metabolism in mammalian 
cells suggest that more than 90 % of the cytosolic GDP-L-Fucose sugar nucleotide pool 
originate from de novo synthesis, even if fucose is present in the surrounding culture 
medium [141-143]. Omission of fucose from the culture medium can shut off the salvage 
pathway source completely so that GDP-L-fucose is only generated from de novo syn-
thesis. Coexpressed RMD interrupts the fucose de novo synthesis pathway at the stage 
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right after GDP-mannose has been converted by GDP-mannose dehydratase (GMD) into 
GDP-4-keto-6-deoxy mannose. The latter intermediate is a substrate for the Fx-epime-
rase-reductase enzyme complex that converts it into GDP-L-fucose. The intermediate 
GDP-4-keto-6-deoxy mannose is also a substrate for RMD, which converts this molecule 
into GDP-D-rhamnose, a rare 6-deoxy-D-sugar nucleotide that cannot be utilized by 
mammalian enzymes and would therefore constitute a dead end product within the 
mammalian cellular context [139]. Surprisingly, HPAEC-PAD monosaccharide analysis 
of hydrolysed cytosolic extract did not detect any D-rhamnose that would be indicative 
of an accumulated GDP-D-rhamnose pool within the cytosolic compartment of RMD 
coexpressing cells [139]. In addition, the extremely powerful effect of RMD coexpres-
sion on the depletion of the cytosolic GDP-L-fucose pool can hardly be explained by 
competitive substrate removal from the de novo synthesis pathway alone.

Mammalian-type GMD is a member of the short chain dehydrogenase/reduc-
tase (SDR) family of NADP-dependent oxidoreductases [144]. GMD folds into an 
N-terminal Rossmann fold domain, which binds the cofactor NADP and a second 
domain, which binds the substrate GDP-D-mannose [144]. Evidence suggests that 
both mammalian and pseudomonadal GMD are active as a homotetramer [144, 
145]. Although there are suggestions that the mammalian GMD enzyme is active as 
a dimer, tetramers of the human GMD were already discovered in the cross-linking 

9

Figure 3.5.2: NADP-NADPH-shuttling and apoenzyme dimerization during the GMD catalytic cycle.
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study done by Bisso et al. (1999), suggesting that the mechanism of action is similar 
for the mammalian and bacterial GMD enzymes [145]. The GMD enzymatic activity 
involves NADP+-NADPH-shuttling and apoenzyme dimerization (Figure 3.5.2). In the 
homotetrameric state the cofactor NADP+ becomes entrapped within the structure 
and has only limited solvent access [144]. Most importantly, the cofactor NADP+ is 
regenerated in situ from the entrapped NADPH within the dimerized apoenzyme at 
the last catalytic step where the mannose moiety of the GDP-mannose substrate is 
reduced at the C6-position (Figure 3.5.2). Since the 6-deoxysugar D-rhamnose is ste-
reochemically derived from D-mannose and therefore still shares most of its confor-
mational features with mannose (Figure 3.5.3), it is easy to see that GDP-D-rhamnose 
would fit just as easily into the GMD substrate pocket as the natural substrate GDP-
D-mannose. However, there is a critical difference between D-rhamnose and D-man-
nose: the C6-position of D-rhamnose differs from that of D-mannose and can no 
longer be reduced by NADPH. Therefore, we hypothesize that the mammalian GMD 

Figure 3.5.3: Overview of GMD suicide substrate hypothesis. a) Standard GMD-catalyzed reaction 
starting from GDP-D-mannose substrate b) GDP-D-rhamnose fits into the substrate binding pocket 
of mammalian GMD and gets converted directly to GDP-4-keto-6-deoxy-D-rhamnose (synonym GDP-
4-keto-D-rhamnose). Simultaneously, NADPH is generated in situ and entraps the GMD complex in 
the homotetrameric state. The second reduction step needed for NADP+ regeneration and release 
of the tightly bound complex, however, is no longer possible because the C6-position in rhamnose 
is already at the deoxydized methyl-group stage and therefore does not support this reaction. As a 
consequence, the GMD complex becomes entrapped in an NADPH-bound, GDP-4-keto-6-deoxy-D-
mannose-bound, homotetrameric state.
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complex gets arrested in the NADPH- bound state with a GDP-4-keto-D-rhamnose 
intermediate entrapped within the GMD catalytic site when mammalian GMD comes 
in contact with GDP-D-rhamnose (Figure 3.5.3). The NADP+ cofactor can no longer 
be regenerated in situ, factually entrapping the GMD in an inactive catalytic state 
(Figure 3.5.3).

Based on all these facts we hypothesize that GDP-D-rhamnose is a suicide sub-
strate for the mammalian GDP-D-mannose-4,6-dehydratase (GMD). Coexpression of 
RMD therefore is a very efficient and powerful tool for achieving the manufacturing 
of non-fucosylated biotherapeutics [139].

Glycoengineering Methods Targeting the N-glycan Processing Machinery
Since the absence of core-fucose is such an important quality attribute of many thera-
peutic antibodies, much effort has been put into the development of engineered cell 
lines that enable the production of such afucosylated glycoproteins. The majority of 
these methods have targeted the N-glycan processing machinery. The first approach to 
achieve production of ADCC-enhanced antibodies was developed by Umana and col-
leagues [146]. Overexpression of N-acetylglucosaminyltransferase-III (GnT-III) in anti-
body producer cells lead to the production of ADCC-enhanced antibodies from these 
cells [146]. Back in 1999 this effect was attributed to the bisecting GlcNAc structure 
that results from GnTIII activity [146]. Later, evidence accumulated that this effect is 
more likely to be due to afucosylation [131, 147]. This is also supported by the idea that 
a glycan carrying a bisecting GlcNAc is no longer a substrate for fucosyltransferase 
8 [148]. Recently published data suggest that GntIII expression is not as effective as 
other methods to achieve afucosylation [149].

The most prominent approach for engineering an industrially applicable host cell 
line for the production of therapeutic antibodies lacking core-fucose was the deliber-
ate disruption of both fucosyltransferase 8 (FUT8) alleles in a Chinese hamster ovary 
(CHO)/DG44 cell line by sequential homologous recombination [150]. This cell line 
engineering approach was devised by researchers at Kyowa Hakko Kogyo and was 
later marketed as the Potelligent®-technology [150]. On April 30, 2012 the Japanese 
Ministry of Health granted approval to mogamulizumab (Poteligeo®), the first drug 
manufactured by a Potelligent®-modified host cell line [133].

While the level of N- and O-glycan galactosylation has not yet been conclusively 
linked to major effects on pharmaceutical efficacy of glycoprotein drug substance, 
it still has become a quality attribute of therapeutic glycoproteins that is closely 
monitored during bioprocessing [151-154]. The future will tell whether major devia-
tions from the galactosylation quality target product profile will be tolerated for lot 
release and which galactosylation profile of production lots will be considered to be 
out of compliance with approved process specifications. Manufacturers have already 
started to address this issue proactively. The industries interest in achieving improved 
galactosylation profiles is indicated by the fact that at least one patent application for 
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supplementing production media with galactose with the aim of improving N-glycan 
structure has recently been filed [155].

Therapeutic antibodies expressed in CHO cells are known to be generally less 
galactosylated compared to antibodies expressed in mouse myeloma cells such as 
NS0 and SP2/0 [154]. Therefore, efforts have been made to engineer CHO cells for 
improved galactosylation. The first approach to achieve improved galactosylation in 
CHO cells was made by Ryll and colleagues at Genentech who selected CHO cells for 
enhanced expression of the CAD complex (see Chapter 3.4). Later approaches focused 
on engineering the N-glycan processing machinery to improve target protein galacto-
sylation. Overexpression of β-1,4-galactosyltransferase in CHO cells that were express-
ing interferon-γ led to an unexpectedly widespread effect on target protein galacto-
sylation [156]. Surprisingly, Fukuta et al. reported that the contents of hybrid-type and 
high-mannose-type sugar chains increased in these clones [156]. The authors also 
suggested that β-1,4-galactosyltransferase competes with α-mannosidase II in cells 
and that overexpression of β-1,4-galactosyltransferase could suppress the conversion 
of high-mannose-type sugar chains to the hybrid type [156]. However, Weikert et al. 
did not find this effect and have shown that N-linked oligosaccharide structures syn-
thesized by cells overexpressing the galactosyltransferases showed an increased level 
of oligosaccharides terminating with galactose [157].

The extent of glycan terminal sialylation has strongly been linked to pharma-
cokinetic properties of many glycoprotein drugs [105, 106]. While terminal sialylation 
appears to have little impact on the circulatory half-life of Fc-glycosylated therapeu-
tic antibodies, it has been shown that this modification of IgG-Fc-glycans reduces 
Fc-γ receptor binding and converts IgG antibodies to antiinflammatory mediators by 
increasing their affinity for the lectin receptor DC-SIGN [158, 159]. Because of these 
benefits for drug substance activity, cell line engineering approaches targeting the 
N-glycan processing machinery have also focused on achieving higher levels of glyco-
protein terminal sialylation.

In 1996 sialidase activity was discovered in cell-free supernatant of batch-cultivated 
CHO cells and it was shown that this sialidase could cause product desialylation in situ 
[160]. To suppress this negative effect of endogenous sialidase, CHO cells were engi-
neered to express sialidase antisense RNA [161]. These cells, however, were never used 
in large scale manufacturing since progress in cell culture media design and upstream 
process engineering seem to have alleviated this problem (for example [162]).

Weikert et al. demonstrated that overexpression of α-2,3-sialyltransferase resulted 
in sialylation of about 90 % of available branches on the target protein N-glycan struc-
tures [157]. Zhang et al. conducted a systematic functional analysis of 31 N-glycosyla-
tion-related genes on sialylation of recombinant EPO in 6 different mammalian cell 
lines [163]. Of the 6 cell lines analyzed CHO and BHK cells were found to sialylate 
recombinant EPO most effectively [163]. Interestingly, Zhang et al. found that coex-
pression of additional genes upstream in the glycosylation cascade failed to synergize 
with these sialyltransferases to further enhance target protein sialylation [163].
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Rodent cell lines such as CHO are not able to attach terminal sialic acid to N-gly-
cans via an α-2,6-linked glycosidic bond [164]. In order to achieve an efficient forma-
tion of α-2,6-linked sialylation, CHO host cells were transfected with ST6Gal [164].

3.5.4  Engineering of Cell Lines to Achieve Specific Critical Quality Attributes  
of Therapeutic Glycoproteins

Several pharmaceutical glycoproteins require specialized posttranslational process-
ing to display optimal therapeutic activity. Some proteins require proper proteolytic 
processing which can be ineffective in standard pharmaceutical host cell lines. One 
example is bone morphogenetic protein-7 (BMP-7), a protein involved in cartilage, 
bone, and kidney development. The functionally active mature dimer of BMP-7 is 
generated from a larger precursor via proteolytic cleavage by subtilisin-like propro-
tein convertase [165]. Unmodified CHO host cells were found to be unable to prop-
erly process the BMP-7 precursor and consequently, about 69 % of the total rhBMP-7 
was secreted as undesirable uncleaved precursor forms. In order to overcome this 
problem, Sathayamurthy et al. overexpressed a soluble form of the paired basic 
amino acid cleaving enzyme (PACEsol) in the rhBMP-7-expressing CHO cell line [165]. 
This turned out to be an effective strategy as PACEsol is responsible for the majority of 
the processing events occurring in the constitutive secretory pathway in mammalian 
cells. As consequence, operations for downstream purification of mature rhBMP-7 
were significantly facilitated by this dramatic reduction of product related impurities 
from the harvest bulk [165].

Another example for a therapeutic protein requiring proteolytic processing 
is the blood-clotting factor FVII. Like several of the vitamin K-dependent coagula-
tion proteins required for normal blood coagulation, factor VII is a highly complex 
protein with multiple structural domains each being associated with a specific func-
tional property essential for its overall effectiveness in controlling hemostasis. For its 
normal function factor VII must undergo extensive posttranslational modification. 
Not surprisingly, achieving high levels of functional factor VII by recombinant tech-
nology has been limited by its structural complexity and requirement for highly spe-
cific posttranslational processing that is not adequately supported by standard pro-
duction host cell lines. In fact, multiple intracellular bottlenecks have been described 
to delay proper secretion of factor VII [166]. Moreover, Sutkevikiute et al. found that 
CHO-derived factor VII showed a lower autoactivation rate compared to BHK cells and 
that CHO cells were less effective in secreting fully activated factor VII [167]. To over-
come this disadvantage of CHO-based factor VII production, Halabian et al. cotrans-
fected factor VII and hepsin, a membrane-associated serine protease, into a CHO cell 
line and were able to obtain increased amounts of biologically active rFVIIa [168].

Factor IX, another member of the vitamin K-dependent clotting factors, has also 
been reported to be poorly processed in CHO cells [169]. Coexpression of the paired 
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basic amino acid cleaving enzyme (PACE) improved proteolytic processing of profac-
tor IX to the mature form and led to a two- to threefold increase in specific activity of 
the secreted fraction [169].

In analogy to the above, Himmelspach et al. had reported for the coagulant 
protein factor X that propeptide removal, single chain precursor processing and 
γ-carboxylation became impaired at high expression levels [170].

Currently used mammalian host cell lines for recombinant bioprocessing have 
only a limited capacity for post translational γ-carboxylation, an attribute of crucial 
importance for biological activity of the vitamin K-dependent clotting factors factor 
VII, factor IX, and protein C. [171]. The amino-terminal Gla domain, a stretch of amino 
acid sequence rich in glutamic acid, is the site where these proteins require γ -carbox-
ylation. Factor IX has 12 and factor VII has 10 glutamic acid residues with their respec-
tive Gla domains, a majority of which must be γ-carboxylated for maximum level bio-
activity [172]. As a consequence of insufficient γ-carboxylation capacity, the recovery 
of fully γ-carboxylated and functional proteins expressed from standard host cell lines 
has been low [171]. To achieve production of properly γ-carboxylated clotting factors 
from baby hamster kidney cells (BHK), Wajih et al. engineered stably transfected BHK 
cells to coexpress γ-carboxylase and the vitamin K-2,3-epoxide reductase complex 
subunit VKORC1 from a bicistronic vector [173]. Interestingly, they found that coex-
pressed γ-carboxylase did not have much of an effect on target protein γ-carboxylation 
and that VKOR complex activity is in fact the rate-limiting step in the γ-carboxylation 
system [173]. Coexpression of the VKORC1 subunit enabled the successful engineer-
ing of cells containing a recombinant vitamin K-dependent γ-carboxylation system 
with enhanced capacity for γ-carboxyglutamic acid modification [171, 173-175]. Further 
improvement in target protein γ-carboxylation was achieved by stable coexpression 
of VKORC1 and an additional stable silencing of the γ-carboxylase inhibitory protein 
calumenin [171, 176].

3.5.5 Conclusion

The pharmaceutical producer cell line remains one of the most important factors in 
biomanufacturing. Not only does it influence volumetric yield and upstream cost of 
goods but also efficacy and safety of the manufactured drug substance. The growing 
pipeline of therapeutic proteins in development as well as requirements for con-
trolled posttranslational modifications of the manufactured proteins will likely lead 
to an increasing demand for specifically engineered host cell lines.
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4 Engineering of the Product

4.1 Control of Biotheraputics Glycosylation

Sandra V. Bennun, Kelley M. Heffner, Emily Blake, Andrew Chung,  
and Michael J. Betenbaugh

4.1.1 Introduction

Many commercial proteins that are critical for treating diseases contain oligosac-
charides that modify their structure and properties. Among these we find monoclo-
nal antibodies, enzymes, enzyme inhibitors, hormones, cytokines, growth factors, 
and Fc-fusion proteins [1]. These glycosylated proteins are produced inside the cell 
through complex glycosylation pathways that involve oligosaccharide-lipid assem-
bly, precursor glycan transfer to protein, and glycan modification as glycoproteins 
migrate to the cell surface [2, 3].

For biotherapeutics of commercial relevance, N-glycosylation pathways that 
assemble proteins are particularly important. O-glycosylation posttranslational mod-
ifications are not as frequently studied and characterized but can also be important. 
Because the glycosylation patterns of mammalian cells are the most similar to the 
human versions, mammalian cells are widely used expression systems. Indeed, mam-
malian cells (including CHO, murine myeloma, and HEK cell lines) are major expres-
sion platforms for commercial production of glycosylated biotherapeutics. Neverthe-
less, many alternative expression platforms such as yeast and plants [4, 5] are also 
actively being investigated and have shown promising results including modifica-
tions of the glycosylation patterns [6-8].

Glycosylation control is critical to the biotherapeutics industry given that the 
most subtle glycan modifications of the oligosaccharides attached to proteins can 
have significant impact on their key therapeutic properties, including folding, solu-
bility, immunogenicity, biological activity, and clearance rate [9]. However, in mam-
malian expression systems it is difficult to achieve complete control over glycosylation 
due mainly to the fact that glycan structures are not directly encoded by the genome. 
Instead, glycosylation is the product of a complex sequence of enzyme-catalyzed reac-
tions that add, trim, and modify the carbohydrate portion of the protein. Anticipating 
the result of the action of those glycosylation enzymes working in a cooperative mode 
is not always intuitive and straightforward, making it difficult to predict a priori the 
effects of genetic and cell culture manipulations on glycan structure profiles of thera-
peutic proteins.

In this chapter we focus on glycosylation control of recombinant biotherapeutic 
glycoproteins. An integrative description of the main N- and O-glycosylation path-
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ways is presented to establish a context for understanding their impact on glycoform 
profiles. Additionally, we discuss the effects of cell culture media and glycoengineer-
ing manipulations on the final glycosylation pattern to improve glycoproteins for 
superior therapeutic value (see Chapter 3.5). Given the complexity of glycosylation 
processing, a simultaneous consideration of molecular biology, analytical chemistry, 
biochemical engineering, and mathematical modeling concepts are necessary for 
optimal control and manipulation of glycosylation properties of recombinant bio-
therapeutics produced by mammalian cells.

4.1.2  Processing Pathways for N- and O-glycosylation  
in Mammalian Expression Systems

In biotechnology, much effort is focused on producing correctly glycosylated pro-
teins for bioactivity with glycoforms without an allergenic immune response. Two 
major types of glycosylation are predominant on glycoproteins: N-glycosylation and 
O-glycosylation, with N- glycosylation being the most frequently studied for indus-
trial glycosylated biotherapeutics. These glycosylation types are defined by the type 
of linkage (“N” and “O”) between the protein backbone and the glycan structure 
(Figure 4.1.1). N-linked glycans are attached to proteins at the nitrogen atom (“N”) 
of the amide group of an asparagine amino acid residue [2, 10]. O-linked glycans are 
attached to the oxygen atom (“O”) of serine (mainly) or threonine [3, 11].

4.1.2.1 N-linked Glycan Biosynthesis
The process of protein N-glycosylation starts in the endoplasmic reticulum (ER) with 
the transfer of an assembled glycan from a lipid onto a glycosylation site of a nascent 
protein in the ER lumen [2] (Figure 4.1.2).

Figure 4.1.1: N-glycosylation is typically more 
complex than O-glycosylation. In N-glycosylation 
a N-acetylglucosamine (GlcNac) residue of the 
glycan structure is β-linked to the amide (N) group 
of asparagine of a Asn-Xxx-(Ser, Thr) motif, where 
Xxx is any amino acid except proline. In mucin 
O-glycosylation a N-acetylgalactosamine (GalNac) 
residue of the glycan structure is α-linked to the 
hydroxyl (O) group of serine or threonine.
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Some glycan modifications, such as trimming of terminal glucose structures (Figure 
4.1.3), take place in the ER facilitating the proper folding of the nascent protein. 
The protein-bound glycan is trimmed to high mannose glycan structures with 8 
and 9 mannose residues (Man8/9-GlcNAc2-protein) in the ER by the enzyme ER 
α-mannosidase I (ER Man I) and is trimmed further in the Golgi to glycan structures of 
5 mannose residues (Man5GlcNAc2) [12, 13].

Subsequent posttranslational glycan modifications occur while the proteins 
travel through the Golgi apparatus (Figure 4.1.3) generating a diverse set of glycan 
structures of the subtypes: high-mannose (with 5 or fewer mannose residues), hybrid 
and complex N-glycans [14, 15] (Figure 4.1.3).

Hybrid glycan structures are formed in the Golgi when a N-acetylglucosamine 
(GlcNAc) residue is added to the glycan structure, Man5GlcNAc2, resulting in the for-
mation of GlcNAcMan5GlcNAc2 (a hybrid structure with 1 antenna). Hybrid structures 
can be further processed by addition of galactose, sialic acid, and/or core fucose resi-
dues, or they can be converted into complex glycans.

Complex glycans are formed by the addition of GlcNAc residues to form bi-, tri- 
and tetraantennary glycans. These complex glycan structures can undergo further 
modifications such as elongation of the antennae by lactosamine repeats (Galb1-
4GlcNAc) or the addition of galactose and/or sialic acid residues.

Figure 4.1.2: An oligosacharide structure of GlcNAc (N-acetylglucosamine) 
and mannose composition forms the polyisoprenoid chain phospholipid-
linked oligosaccharide Man5-P-P-dolichol in the cytosol. Next, the  
oligosaccharide moiety Man5-P-P-dolichol flips from the cytosol to the 
lumen of the endoplasmic reticulum (ER) where the synthesis of the lipid-
glycan moiety (Glc3Man9GlcNAc2-P-P-dolichol) is completed. This step is 
followed by the en bloc transfer of the complex oligosacharide structure 
(Glc3Man9GlcNAc2) to the asparagine (Asn) residue of the Asn-Xxx-Ser/Thr 
sequence of the polypeptide chain of the nascent protein by the action of 
oligosaccharyltransferase (OST) for N-glycosylation.
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4.1.2.2 O- linked Glycan Biosynthesis
Mucin type O-glycosylation, which begins with the addition of GalNac to serine or 
threonine (Figure 4.1.1), is the most abundant type of O-glycosylation. Another type 
of linkage, also abundant in nature, is the GlcNAc(β1-O)Ser/Thr linkage; however, it 
does not involve further glycosylation processing. In this work we will focus on mucin 
type O-glycosylation. We will also briefly describe O-mannosylation Man(α1-O)Ser/
Thr as later research suggests it is important in CHO cell glycosylation. There are also 
other types of O-glycosylation defined by other carbohydrate peptide linkages, such 
as Fuc(α1-O)Ser/Thr, Xyl(β1-O)Ser, Glc(β1-O)Ser, Gal(α1-O)Ser, that can be found in 
other publications [16].

Figure 4.1.3: Schematics of N-glycan biosynthesis pathway in mammalian 
expression systems. Simplistic representations of the endoplasmic reticu-
lum (ER; upper compartment) and the Golgi apparatus (bottom compart-
ment) are given. The N-glycosylation enzymatic process consist of trimming 
glucose residues in the ER by α-glucosidase I (Glc I) and α-glucosidase II 
(Glc II) and subsequent elimination of a specific terminal mannose residue 
by ER α-mannosidase I (ER Man I). Further, action of N-glycosylation 
enzymes proceed in the Golgi apparatus by Golgi α(1,2)-mannosidase I 
(Man I), β-N-acetylglucosaminyltrasferase I (GnTI), core α(1,6) fucosyl-
transferase (FucTC6), Golgi α(1,3) and α(1,6)-mannosidase II (Man II), 
β-N-acetylglucosaminyltransferase II (GnTII), β(1,4)-galactosyltransferase 
(β4GalT), and sialyltransferase (SiaT).
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O-GalNac-linked Glycan (Mucin O-glycosylation) Biosynthesis
If the monosaccharide linked to the (OH) group of Ser/Thr is the N-acetylgalactosa-
mine (GalNAc) sugar residue, then this type of glycosylation is denominated mucin 
type O-glycosylation because it is found in mucin glycoproteins. Mucin O-glycosyla-
tion occurs in the Golgi compartments (Figure 4.1.4).

The family of polypeptide GalNAc transferases that initiate mucin O-glycosylation 
by transferring the N-acetylgalactosamine sugar residue to Ser/Thr (forming the Tn 
antigen- GalNAcα1-Ser/Thr) are localized throughout the Golgi [17]. Additional pro-
cessing of the Tn antigen glycan structure is show in Figure 4.1.5. Sialylation of the Tn 
antigen through the α2-6 linkage results in the sTn antigen (NeuAcα2-6GalNAc-Ser/
Thr). Further enzymatic glycosylation to add Gal, GlcNAc or GalNAc to the Tn core 

Figure 4.1.4: Schematic of mucin O-glycosylation initiation. UDP-GalNAc is 
produced endogenously from UDP-GlcNAc, which can be generated from 
GlcNAc. Alternatively, UDP-GalNAc can be generated from GalNAc by GalNAc 
1-kinase and UDP-GalNAc pyrophosphorylase enzymes. UDP-GalNAc is 
transported into the Golgi providing the sugar residue for the initialization 
of mucin O-glycosylation. The mucin O-glycosylation initiation is controlled 
by the catalytic action of the enzyme polypeptide N-acetylgalactosaminyl 
transferase (pp-GalNAc-T) family. This results in the formation of the core 
structure Tn antigen GalNAcα1-Ser/Thr in the Golgi apparatus.
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structure defines at least 8 main mucin O-glycan structures – cores 1 to 8 – found on 
mammalian glycoproteins [18] (Figure 4.1.5).

The biosynthesis of the core 1 glycan structure involves the addition of Gal to the 
GalNAc residue of the Tn antigen through a β1-3 glycosidic linkage by the action of 
core 1 UDP-Gal:GalNAc-Ser/Th β1,3-galactosyltransferase (core 1 3-Gal-T, EC 2.4.1.122) 
to form the core 1 disaccharide structure Galβ1-3GalNAcα1-Ser/Thr (Figure 4.1.5). Inter-
estingly, if the same β1-3 linkage to GalNAc residue proceeds with GlcNAc, then core 3 
structure is synthesized by the action of (β3Gn-T6). This implies that both, core 1 and 
core 3 structures, exist simultaneously in a competitive manner. Core 2 and core 4 are 
formed by addition of GlcNAcβ1-6 to core 1 and core 3 respectively. Core 6 results from 
GalNAcβ1-6 linkage to the Tn antigen, further modification of core 6 with addition of 
Gal residue gives the F1α glycan moiety. Similarly, addition of GalNAcα1-3 to the Tn 

Figure 4.1.5: Further biosynthesis of mucin-type O-linked glycoproteins. Elaboration of the  
“Tn-antigen” (α-GalNAc-Thr/Ser) by downstream glycosyltransferases generates more complex  
mucin-type O-linked glycans (core 1 to core 8).
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antigen forms core 5, and addition of GalNAcα1-6 to Tn antigen forms core 7. Core 8 is 
produced by addition of Galα1-3 linkage to the Tn antigen.

O-mannose-linked Glycan Biosynthesis
Whereas all of the O-GalNAc (O-linked N-acetylgalactosamine) pathway steps occur 
in the Golgi, the first step of O-mannose-linked glycan assembly occurs in the ER 
and then is completed in the Golgi (Figure 4.1.6). O-mannosylation shown schemati-
cally in Figure 4.1.6, consists of activation of the POMT1-POMT2 mannosyltransferase 
complex, which uses dolichol-P-mannose to add α-mannose to serine (Ser) or threo-
nine (Thr) residues. POMGnT1 then uses UDP-GlcNAc (N-acetylglucosamine) to add 
a β1,2GlcNAc residue to the mannose. The O-mannose structure is completed by the 
addition of β1,4-galactose and 2,3-sialic acid residues. The specific transferases have 
not been identified for these steps. Glucuronic acid, sulfate, and other branches can 
also be added.

Figure 4.1.6: Schematic of  
O-Mannosylation synthesis.
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4.1.3 Cell Line Glycoengineering for Production of Therapeutics

Protein-based therapeutics have been widely employed as treatments of diseases. In 
this section, we will discuss various studies in which glycoengineering approaches 
have been used to obtain desired glycosylation patterns on erythropoietin (EPO), 
acetylcholinesterase (AChE), and tissue plasminogen activator (tPA). Strategies to 
increase sialylation will be outlined including expression of 2,3-sialyltransferase 
(ST3GAL3 and ST3GAL4), 2,6-sialyltransferase (ST6GAL1), CMP sialic acid transporter, 
and UDP-GlcNAc epimerase-ManNAc kinase (GNE/MNK). In addition, the increase of 
antenna structures, the knockdown of sialidases that cleave out the terminal sialic 
acid residues, and the increase of glycan chains by side direct mutagenesis will be 
also discussed. Furthermore, the elimination of the core fucose residue by siRNA, 
shRNA, homologous recombination and ZFN to increase the antibody cell depend-
ent cytotoxicity (ADCC), as well as the expression of bisecting glycan structures to 
enhance ADCC will be addressed.

4.1.3.1 Strategy of Sialylation
Sialylation is critical in controlling pharmacokinetic properties, including the circula-
tory retention time in the blood. A lack of terminal sialic residues on glycan chains 
shortens the circulatory retention time due to the asialoglycoprotein receptor, a lectin 
in hepatocytes that can recognize, capture, and remove these nonsialylated glycopro-
teins from blood. Following, we summarize the different strategies used in order to 
alter the sialylation pattern.

Increase Sialylation by Incorporating the Sialylation Pathway
This main approach to improve sialylation is through the overexpression of sialyl-
atransferases. This method can be further divided into different sialyltransferases, 
including ST6GAL1, ST3GAL3, and ST3GAL4. ST6GAL1 is responsible for adding the 
sialic acid through a α2-6 linkage to galactose residues of N-glycans, whereas ST3GAL4 
and ST3GAL3 add the sialic on the third carbon of the galactose residue of N-glycans.

In 1999, Weikert et al. produced a mutant tPA in a ST3GAL3-overexpressed CHO 
cell line. The oversialylated tPA resulted in a 30 %  increase in the circulatory retention 
time as compared with the wild type mutant tPA [19]. For overexpression of ST6GAL1 
in CHO cells, it was reported that this approach merely increased the 2 to 6 sialylation 
percentage without a concomitant increase in total sialic content [20]. However, other 
research suggests ST6GAL1 does increase the total sialic content [21]. For ST3GAL4, it 
was reported this enzyme has a weaker ability to facilitate N-linked sialylation [22].

In addition to the sialyltransferase gene, Wong et al. overexpressed the CMP sialic 
acid transporter (CMP-SAT), resulting in a 4 to 16 % increase on sialic content [23]. 
However, a single gene expression may not substantially enhance the total sialylation 
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content. For this reason, researchers have overexpressed multiple genes from the sialic 
acid biosynthesis pathway. Jeong et al. coexpressed both, ST3GAL3 and β1-4 galactose 
transferase (β1-4 GT), and increased the sialylation of erythropoietin (EPO), a heavily 
glycosylated hormone involved in regulating red blood cell production [24]. The total 
sialic content was increased from 6.7 to 7.5 mole of sialic acid per mol of EPO. They 
also compared the sialylation level of single transfection (ST3GAL3), double expres-
sion (ST3GAL3 and CMP-sialic acid synthetase (CMP-SAS)), and triple expression 
(ST3GAL3, CMP-SAS and CMP-sialic acid transporter (CMP-SAT)) [25]. From the above 
choices, the triple gene expression exhibited the highest sialylation content. Son et al. 
further increased the sialylation of EPO by triple expression of mutated rat GNE/MNK, 
CHO CMP-sialic acid transporter and human α2,3-sialyltransferase (α2,3-ST), resulting 
a 43 % increase in the sialic acid content [26].

Increase Antenna Structures
In 2000, Fukuta et al. attempted to alter glycan branching of human interferon-γ (IFN- γ)  
by expressing N-acetylglucosaminyltransferases, GnT-IV, and/or GnTV in CHO cells 
[27]. Wild type CHO cells producing IFN-γ (IM4 cells) typically synthesize biantennary 
glycan chains and rarely multiantennary glycans [27]. GnT-IV and GnT-V are part of a 
family of N-acetylglucosaminyltransferases (GnTs) that are involved in forming multi-
antennary sugar chains on glycoproteins; therefore, the group introduced these genes 
to CHO cells in order to produce IFN-γ displaying multi-antennary glycan structures.

Following transfection of GnT-IV and/or GnT-V, they measured the activities of 
these glycosyltransferases compared to the parental IM4 cell line. The control IM4 
cells did not exhibit any detectable GnT-IV activity but did have slight GnT-V activ-
ity (0.46 nmol/h/106 cells). When transfected with GnT-IV (IM4/IV), these cells had 
very high GnT-IV activity (17.8 nmol/h/106 cells). Similarly, transfecting the cells with 
GnT-V resulted in high GnT-V activity (IM4/Vh, 7.74 nmol/h/106 cells). To create a cell 
line coexpressing GnT-IV and GnT-V, they transfected the IM4/Vh cells with GnT-IV to 
generate the IM4/V/IV cell line that had high activities of both GnT-IV (10.7 nmol/h/106 
cells) and GnT-V (8.52 nmol/h/106 cells).

As anticipated by reversed phase HPLC, the control IM4 cell line produced  
63.8 % biantennary sugar chains. The glycan chain composition of the IM4/IV cell line 
consisted of 66.9 % triantennary structures. Similarly, the high expression IM4/Vh 
cells produced 55.7 % triantennary sugar chains. Finally, tetraantennary structures 
comprised 56.2 % of the total glycan chain composition of the IM4/V/IV cell line. The 
addition of GnT-IV and/or GnT-V ultimately succeeded in producing multiantennary 
sugar chains in the respective cell lines. The extent of sialylation of the glycan chains 
produced in the various IM4 cell lines was also examined using anion exchange HPLC. 
Fukuta et al. found no clear correlation between an increase in degree of branching 
and sialylation. However, the percentage of trisialo and tetrasialo glycans increased 
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in the IM4/Vm, IM4/Vh, and IM4/V/VI cell lines thus indicating a possible relation-
ship between branching degree and extent of sialylation.

Lastly, they analyzed the effect of GnT-IV and/or GnT-V on the glycan branching 
of cellular proteins in each transfected IM4 line using a DSA lectin blot that detects 
multiantennary glycoproteins. As expected, the parental IM4 cells did not show activ-
ity for DSA as mostly biantennary sugars are produced in this line. However, cell 
lysates from all other IM4 lines transfected with GnT-IV and/or GnT-V reacted with 
DSA lectin further confirming the finding that introducing these genes to CHO cells 
results in the production of predominantly multiantennary sugar chains [27].

Knockdown of Sialidases
It has been found that there are 4 mammalian sialidases, including Neu1, Neu2, Neu3, 
and Neu4. From these 4 sialidases, Neu2 has been shown to exist in CHO [28]. Ngan-
tung et al. performed RNA interference by using a short hairpin RNA vector contain-
ing a siRNA sequence, which effectively knocked down the Neu2 gene and maintained 
the interferon-γ’s sialic acid content even during the death phase [29]. However, this 
knockdown of Neu2 did not increase the total sialylation. To resolve this problem, 
Zhang et al. conducted a similar experiment and knocked down both Neu2 and Neu3 
gene using shRNA [30]. The result indicated the simultaneous knockdown of both, 
Neu2 and Neu3, could moderately increase the sialylation.

Increase Glycan Chain by Side Directed Mutagenesis
In 2003, Egrie et al. developed an EPO mutant, darbepoetin alfa, that included  
5 N-linked glycans, 2 more than recombinant human EPO (rHuEPO), which contains  
3 N-glycans and 1 O-glycan. The overall goal was to examine the effect of increased gly-
cosylation and sialylation on the clearance rate, in vivo biological activity, and recep-
tor binding [31]. Previously, Egrie et al. showed that increases in sialic acid content 
extends the half-life of rHuEPO. Pharmacokinetic studies comparing darbepoetin alfa 
with rHuEPO indicated that darbepoetin alfa exhibits a slower clearance and longer 
half-life in both, rats and dogs [32]. For rats, the half-life for darbepoetin alfa was  
6.9 h compared with 2.5 h for rHuEPO. Similarly, for dogs, the half-life of darbepo-
etin alfa was 25 h while that of rHuEPO was only 7.2 h. Egrie et al. did found that 
the additional glycosylation and sialylation of darbepoetin alfa decreased its affin-
ity for its receptor fourfold compared with rHuEPO. However, darbepoetin alfa has a 
much higher in vivo potency than does rHuEPO. Depending on the dosing frequency 
of either 1 or 3 times a week, darbepoetin alfa was 3.6 or 13 times more potent than 
rHuEPO, respectively. They ultimately concluded that despite the decrease in receptor 
binding, the increase in circulatory half-life resulted in a more potent and more highly 
active molecule compared to the wild-type rHuEPO [31-33].
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Kronman et al. (1995) also studied the effect of protein glycosylation on the circu-
latory half-life of recombinant human acetylcholinesterase (rHuAChE) [34]. Removal of 
the sialic acid residues resulted in a significant decrease in half-life. Human acetylcho-
linesterase (HuAChE) includes 3 glycosylation sites at residues 265, 350, and 464, while 
fetal bovine serum AChE (FBS-AChE) contains 5 possible sites – the 3 found in HuAChE 
and 2 additional sites at residues 61 and 541. HuAChE mutants containing 1 glycosyla-
tion site (N350Q/N464Q), 4 glycosylation sites (S541N and D61N), and 5 glycosylation 
sites (S541N/D61N) were created. Removing 2 glycosylation sites from the primary struc-
ture resulted in a decreased half-life from 80 min for the wild type enzyme to 45 min 
for the N350Q/N464Q mutant enzyme. Unexpectedly, the additional glycosylation sites 
of the other rHuAChE variants did not extend the circulatory half-life of the enzymes. 
Both tetraglycosylated mutants (S541N and D61N) displayed shorter half-lives of  
71 min and 41 min, respectively. Finally, the pentaglycosylated mutant exhibited the 
shortest half-life of 25 min. They concluded that merely increasing the number of N-gly-
cosylation sites would not always result in a decreased clearance rate [34].

In 2002, Chitlaru et al. produced 16 recombinant AChE structures differing in the 
number of N-glycosylation sites, their sialylation, and subunit assembly [35]. They 
used MALDI-TOF mass spectrometry to determine the glycan structures of the differ-
ent AChE glycoforms in order to examine the effect of N-glycosylation and sialylation 
on circulatory half-life. These glycoforms, containing between 2 to 5 N-glycosylation 
sites, were either partially or fully sialylated, and were either dimeric or tetrameric. 
Because HEK293 cells inefficiently sialylate AChE, they also expressed these AChE gly-
coforms in genetically modified HEK293 cells with high α-2,6-sialyltransferase activ-
ity (293ST-2D6 cells) in order to mimic efficient and total sialylation of the glycopro-
tein. The AChE variants expressed in this cell line were nearly fully sialylated. They 
found similar results as in their previous experiment with the various AChE mutants. 
For undersialylated AChE, increasing the number of glycosylation sites adversely 
affected the molecules’ mean residence times (MRTs). When the rHuAchE mutants 
were expressed in the 293ST-2D6 cells mimicking total sialylation, the mean residence 
times (MRTs) were significantly longer than those of the undersialylated forms. Ulti-
mately, they concluded that increasing the number of glycosylation sites positively 
affects circulatory retention when the AChE molecules are efficiently sialylated.

4.1.3.2 Fucosylation
In addition to sialylation, eliminating fucosylation of the therapeutic antibody is 
another useful approach, especially for cancer therapy [36]. The antibody can bind 
to the immune effector cell and induce antibody-dependent cell-mediated cytotox-
icity  (ADCC). The antibody attached to a cancer cell can be bound by an Fc recep-
tor from the natural killer cell and followed by releasing cytokines that trigger cell 
apoptosis. Eliminating fucosylation and increasing bisecting GlcNAc levels has been 
shown to increase antibody ADCC.
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The fucosylation pathway is described as follows: GDP-mannose 4,6-dehydratase 
(GMP) catalyzes GDP-mannose into GDP-4-dehydro-6-deoxy-D-mannose and the GDP-
4-dehydro-6-deoxy-D-mannose can further be catalyzed into GDP-fucose and trans-
ported into the Golgi apparatus to add on the glycan chain. In mammalian cells, FUT8 
encodes α-1,6-fucosyltransferase [37, 38] which produces α-(1,6)-fucosylation on the 
core (Figure 4.1.7) linked to the innermost N-acetylglucosamine residue of an N-glycan 
[39]. Antibodies with reduced fucosylation on the constant region (Fc) render stronger 
ADCC than the fucosylated ones [40-43]. In order to generate and increase bisecting 
GlcNAC levels of making non-fucosylated antibody, the most widely used approach is 
through cell glycoengineering to knockdown or knockout the fucosyltransferase gene 
from the production vehicle. Several approaches have been applied to achieve this goal.

One approach has been to utilize the lectin resistance cell line Lec13, a cell line derived 
from Pro-CHO 5 cell which has a loss of function of GDP-mannose 4,6-dehydratase 
activity [44] resulting in a 90 % reduction in the number of fucose residues attached 
to the glycan chain as compared with the parental cell line. Shields et al. created a 
Lec13 cell line producing anti-Hu4D5 [42]. This humanized anti-IgE IgG1 showed a 
more prominent ADCC effect on the human breast cancer cell, SK-BR-3.

Nishiya et al. successfully knocked down the FUT8 and GDP-mannose 4,6-dehy-
dratase (GMP) genes from CHO/DG44 cells which produce antibody IgG1 using short 
hairpin RNA to silence and almost eliminate the fucosylation on the IgG1 antibody 
[45]. GMP can convert GDP-mannose into GDP-4-dehydro-6-deoxy-D-mannose [46]. 
The antibodies from the knockdown cell lines exhibited 100 higher ADCC efficacies 
than the antibodies from the parental CHO cell.

However, the Lec13 cell does not completely eliminate fucosylation and shRNA 
may not be expressed sufficiently in the host cell without a presence of selection 
reagent. The application of homologous recombination can circumvent the above 
bottlenecks. Ohnuki et al. established a FUT8-knockout CHO cell line by the Cre-loxp 
homologous recombination system [40]. The Anti-HER2 IgG1 produced from the FUT8 
complete knockout cell exhibited extensively higher ADCC with respect to the fuco-
sylated one.

Figure 4.1.7: The fucosylation reaction of FUT8.
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The zinc finger is a protein structural motif, which binds to the repetitive 
sequences of DNA and has been commonly utilized as a genomic editing tool when 
fused with different functioning domains such as folk nucleases, activators, and 
suppressors (see Chapter 3.4). Binding to the target sequence and the folk nucleases 
create a double-strand break (DSB). The gene sequence will be altered through non-
homologous end joining of the double-stranded DNA [47]. Unlike other recombina-
tion, gene modification, or disruption approaches, which utilize chemical methods, 
antibiotic selection, or viral vector integration, the user simply performs transient 
transfection of ZFN-mediated vector and sorts out the target cell. As a result, Cristea et 
al. created a CHO cell line which has complete knockout of the FUT8 gene [48] using 
zinc finger nucleases.

Another approach to increase ADCC is overexpression of β1-4-N-acetylglucosa-
minyltransferase III (GnT III) to produce the bisecting glycan structure (Figure 4.1.8). 
Davies et al. (2001) established a GnT III overexpressed CHO cell line producing an 
anti CD-20 antibody [49]. The increase in bisecting glycan chains on the antibody 
resulted in a twentyfold lower antibody dosage to achieve the same ADCC effect 
induced by the antibody produced from the parental CHO cell line.

Ferrara et al. (2006) combined the cotransfection of GnTIII and the ManII gene to 
increase both, ADCC and complement-dependent cytotoxicity (CDC) [41]. Overexpres-
sion of ManII encoding the Golgi α-mannosidase II enzyme deletes the high mannose 
type glycan structure (Figure 4.1.9). Coexpressing GnTIII and ManII together with the 
antibody expression vector generates antibody with mainly hybrid type bisecting 
nonfucosylated glycans structures. The antibody showed a prominent ADCC activity 
and a comparable CDC effect with respect to the unmodified antibody.

Figure 4.1.8: Overexpression of GnTIII to produce bisecting 
glycan chain.

Figure 4.1.9: Overexpression of ManII.
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4.1.4 Effect of Cell Culture Media Additives on Protein Glycosylation 

4.1.4.1 Effect of Cell Culture Media Additives on Glycosylation
The purpose of this section is to overview the various supplementation strategies and 
to highlight the effect of these on glycosylation. Many supplements have been shown 
to affect cell culture glycosylation, and will be presented in Tables 4.1.1 to 4.1.6 and 
Figures 4.1.10 to 4.1.11. The applications, challenges, and future directions of media 
additives are also discussed. Often, these strategies are cell line specific.

Figure 4.1.10: Overview of how various medium supplements affect glycosylation. The effect of each 
supplement is shown as green, representing an improvement in glycosylation, or red, representing 
no improvement or a decline in glycosylation. As described in the text, medium supplements can 
affect different stages of glycosylation, including initial processing in the endoplasmic reticulum or 
further processing and sialylation in the Golgi apparatus.
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4.1.4.2 Applications
Medium formulation plays a critical role in cell culture performance. The optimal 
formulation should achieve high cell growth, high recombinant protein productivity, 
and maintain consistent glycosylation. Often, different formulations are required for 
different applications, and the formulation changes for each cell line. For the control 
of glycosylation, various additives have been tested. As highlighted below and in 
Figures 4.1.10 and 4.1.11, some additives produce different results in different cell lines 
while other additives have been used across cell lines to control glycosylation. During 
industrial process development, cell culture media additives are useful for controlling 
process robustness while avoiding time delays involved in cell line engineering. Strat-
egies for media supplements require optimization with respect to cell line, recombi-
nant protein produced, and process characteristics.

Nucleotide Sugar Precursors
Nucleotide sugars are activated sugars that are precursors for glycosylation. Gener-
ally referred to as UDP-HexNAc, including UDP-N-acetylgalactosamine (UDP-GalNAc) 
and UDP-N-acetylglucosamine (UDP-GlcNAc) are six-carbon nucleotide sugars with 
N-acetyl groups. Both UDP-GalNAc and UDP-GlcNAc play roles in transferring GalNAc 
or GlcNAc to the dolichol phosphate in the cytoplasm and adding GalNAc or GlcNAc to 

Figure 4.1.11: Summary of the effect of various medium supplements on glycosylation. The effect 
of each supplement is shown as +1 (green, representing an improvement in glycosylation) or -1 
(red, representing no improvement or decrease in glycosylation). The reference is indicated in 
parentheses.
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the maturing glycoform in the Golgi. Analysis of nucleotide sugars during cell culture 
indicated that reducing the UDP-glucose flux also reduces UDP-galactose flux, nega-
tively affecting galactosylation and sialylation [50]. Other examples, including CMP-
sialic acid, play critical roles in the subsequent sialylation of galactosylated glyco-
forms. Thus, supplementation of nucleotide sugar precursors has been investigated 
as a method for controlling glycosylation (Table 4.1.1).

Table 4.1.1: Effect of nucleotide sugar precursor supplements on glycosylation. Various nucleotide 
sugar precursors, including ammonia, cytidine, glucosamine, guanosine, N-acetyl mannosamine 
(ManNAc), and uridine, were investigated as medium supplements for their effect on glycosylation.

Nucleotide Sugar Precursor Reference Effect on Glycosylation

Ammonia [50] Increasing ammonium chloride concentration inhibits CHO 
N-linked glycosylation but is dependent on pH

Ammonia [54] Increasing ammonium chloride concentration inhibits CHO 
O-linked sialylation

Ammonia [51] Increasing ammonium chloride concentration reduces termi-
nal sialylation and yields more heterogeneous glycoforms

Ammonia [53] Increasing ammonium chloride concentration yields more 
heterogeneous glycoforms

Ammonia [52] Increasing ammonium chloride concentration decreases the 
fraction of galactosylated glycoforms

Cytidine [58] Combination of ManNAc and cytidine increase the pool of 
CMP-sialic acid and sialic acid content of glycoforms

Glucosamine [53] Increasing glucosamine concentration decreases sialylation

Glucosamine [85] Increasing glucosamine concentration decreases sialylation

Glucosamine [58] Glucosamine supplementation with or without uridine incre-
ases sialic acid content of glycoforms

Glucosamine [57] Glucosamine supplementation is detrimental to glycosyla-
tion because the UDP-HexNAc pool increases corresponding 
to a decrease in galactosylation

Glucosamine + Uridine [56] Supplementation of glucosamine in combination with 
uridine increases the pool of UDP-HexNAc and increases 
antenarrity of glycoforms in CHO but not NS0 cells. Sialyla-
tion is decreased in CHO and NS0 cells

Guanosine [60] Guanosine supplementation is detrimental to glycosylation 
because site occupancy decreases

ManNAc [86] ManNAc supplementation improves sialylation by increasing 
the CMP-sialic acid pool and decreasing the percentage of 
incompletely sialylated glycoforms
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ManNAc [56] ManNAc supplementation increases the pool of CMP-sialic 
acid but does not affect sialylation in CHO or NS0 cells

ManNAc [62] ManNAc supplementation improves glycosylation of recom-
binant protein produced in BHK cells

ManNAc [58] ManNAc supplementation with or without cytidine increases 
sialic acid content of glycoforms

ManNAc [57] ManNAc supplementation increases the pool of CMP-sialic 
acid but does not improve sialylation

Uridine [59] Uridine supplementation synergistically increases per-
centage of G1 relative to G0 glycans with galactose and 
manganese

Uridine [60] Uridine supplementation is detrimental to glycosylation 
because site occupancy decreases

Uridine [58] Uridine supplementation in combination with galactose or 
glucosamine increases sialic acid content of glycoforms

Ammonia
Ammonia is a toxic byproduct of amino acid metabolism, most often the result of glu-
tamine consumption in mammalian cell culture. However, ammonia is also involved 
in the synthesis of glucosamine-6-phosphate, a precursor to UDP-GlcNAc. To deter-
mine how ammonia concentration affects the degree of N-linked glycosylation, Borys 
et al. investigated various concentrations of ammonium chloride supplementation at 
different pH levels and observed that increasing ammonium chloride concentration 
decreased the percentage of glycosylated protein [51]. The decrease in glycosylated 
protein was more significant at pH above 7.2 [51]. It was verified that the effect on 
glycosylation was due to ammonium chloride supplementation and not osmolality  
[51, 52]. In addition, ammonia inhibits galactosylation, terminal sialylation and 
increases glycoform heterogeneity [52-54]. As ammonia concentration increases, 
there is an increase in pH of the trans-Golgi, which can alter the activity of glycosyla-
tion enzymes.

Increasing ammonia concentration also affects O-linked glycosylation. Multiple 
researchers observed a decrease in terminal sialic acid addition as ammonium chlo-
ride concentration increased [52, 54, 55]. A decrease in disialylated relative to mono-
sialylated protein was detected [55]. Ammonia is a weak base that minimizes the pH 
difference between the Golgi and cytoplasm, which leads to the decrease in sialyla-
tion that occurs in the trans-Golgi. Other pH dependent effects could affect the activ-
ity of sialylation enzymes.
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Glucosamine
Glucosamine is the direct precursor to UDP-GlcNAc. The effect of glucosamine sup-
plementation on glycosylation is similar to ammonia. Glucosamine increases glyco-
form heterogeneity and decreases terminal sialylation [54]. This correlates with an 
increased pool of UDP-GlcNAc but decreases glucose transport [52]. The decrease in 
sialylation and increase in UDP-GlcNAc concentration has been confirmed in other 
experiments [56, 57]. An explanation for the effect of glucosamine may relate to 
reduced glucose transport, which affects the overall sugar pool and supply of glyco-
sylation precursors to a greater extent than the increased UDP-GlcNAc pool. In one 
study, glucosamine supplementation in combination with uridine supplementation 
increased the pool of competing UDP-HexNAc, leading to decreased sialylation [58]. 
Additionally, conversion of glucosamine to ammonia is detrimental to cell growth.

Not all glucosamine supplementation studies report detrimental effects on glyco-
sylation. Glucosamine supplementation with or without uridine was found to increase 
sialic acid content and increase the UDP-HexNAc pool by over sixfold [59]. There was 
a synergistic increase in the UDP-HexNAc pool, although combining glucosamine and 
uridine supplementation did not increase sialylation any further. [59].

Uridine
Uridine is an important nucleoside precursor involved in transport of sugars to the 
maturing glycoprotein. Increasing the pool of uridine has been predicted to increase 
availability of the transporter for glycosylation. Alone and in combination with galac-
tose and manganese chloride, uridine was found to improve galactosylation [60]. 
In addition, uridine supplementation in combination with galactose or glucosa-
mine supplementation resulted in increased sialic acid content of glycoforms [59]. 
The uridine nucleotide UTP was linked to glycosylation; a reduction in UTP corres-
ponded to decreased percentage of biantennary glycoforms [50]. In another study, 
uridine supplementation in combination with glucosamine was shown to increase 
the UDP-HexNAc pool and improve antennarity of N-glycans [57]. However, this result 
coincided with a decrease in overall sialylation. Uridine supplementation may help to 
overcome barriers in glycosylation, such as transport, synthesis, and sugar transfer. 
However, uridine supplementation has also been found as detrimental to glycosyla-
tion as measured by a decrease in N-linked glycoform site occupancy [61].

N-acetyl mannosamine
N-acetyl mannosamine (ManNAc) is involved in sialylation as it is the direct precur-
sor of sialic acid. CMP-sialic acid then transfers sialic acid to the maturing glycoform. 
ManNAc supplementation aims to overcome membrane permeability barriers that 
limit the pool of sialic acid and CMP-sialic acid [57, 62]. As a supplement, ManNAc 
improved sialylation by decreasing the percentage of incompletely sialylated glyco-
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proteins [59, 62]. This effect was related to an over thirtyfold increase in the pool of 
CMP-sialic acid [59, 62]. In combination with uridine, ManNAc supplementation syn-
ergistically increased the CMP-sialic acid pool although there was no further increase 
in sialic acid [59]. However, a barrier still exists to complete sialylation and may be 
related to steric hindrance [62]. While ManNAc supplementation can improve glyco-
sylation, there may be a suppression of cell growth [63].

In a study comparing ManNAc supplementation in CHO and NS0 cells, ManNAc 
was similarly shown to increase CMP-sialic acid levels but there was no effect on sia-
lylation [57, 58]. Thus, additional strategies may be required to increase the CMP-sialic 
acid pool at the direct site of sialylation. As with other supplements, the effects vary 
among different cell lines and culture conditions.

Guanosine
Guanosine is a precursor to the nucleotide sugar GDP-mannose that adds mannose 
to maturing glycoforms. Supplementation of guanosine was found to decrease site 
occupancy of N-linked glycoforms [61]. This decrease limits potential sites for sialyla-
tion. Therefore, supplementation of a nucleotide sugar precursor could not effectively 
overcome glycosylation limitations.

Sugars
During glycosylation, sugars such as glucose, mannose, and fucose, are added to 
the maturing glycoprotein. Thus, supplementation of simple sugars can increase the 
availability of these sugars for incorporation onto glycans (Table 4.1.2). The role of 
nucleotides as well as sugars must be considered.

Glucose
As expected, glucose concentration plays a critical role in glycosylation. In glucose-
starved culture, there is an increase in glycoproteins that are truncated [64-66]. 
Glucose deprivation affects the initial donor formation and subsequently decreases 
the dolichol phosphate donor-glucose. Thus, glucose concentration affects the het-
erogeneity of glycoforms and as the concentration is limited, more short chain carbo-
hydrates are produced. When glucose concentration is increased, it is possible to form 
fully-glycosylated glycoproteins. Thus, maintaining adequate glucose concentration 
in the extracellular medium is important for consistency of glycoforms.
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Table 4.1.2: Effect of sugar supplements on glycosylation. Various sugars, including galactose, 
glucose, and mannose, were investigated as medium supplements for their effect on glycosylation.

Sugar Reference Effect on Glycosylation

Galactose [59] Galactose supplementation increases percentage of G1 
relative to G0 glycans

Galactose [58] Galactose supplementation with or without uridine increa-
ses sialic acid content of glycoforms

Galactose [57] Galactose supplementation increases the pool of UDP-Gal 
and has a slight increase on galactosylation

Glucose [63] In glucose limited culture, there is increased truncation of 
glycoforms

Glucose [64] Glucose concentration alters the glycosylation pattern

Glucose [65] Glucose is required to form fully-glycosylated glycoproteins

Glucose [87] In glucose limited culture, lipid-linked oligosaccharide syn-
thesis is altered and glycoforms are truncated

Mannose [60] Mannose supplementation is detrimental to glycosylation 
because site occupancy decreases

Galactose
Galactose adds to glycoproteins processed through the Golgi apparatus. Sialylation 
requires terminal galactose before sialic acid can be added. Addition of galactose to 
CHO cell culture alone or in combination with supplements of manganese chloride 
and uridine resulted in increased galactosylation [58, 60]. A plateau was observed as 
galactose concentration increased, with the most significant effect on the percentage 
of G1 (1 galactose) relative to G0 (no galactose) glycoforms [60]. Also, the combina-
tion of galactose and uridine synergistically increased sialic acid content [59]. This 
increase corresponded to a twentyfold increase in the UDP-Hex pool, composed of 
UDP-galactose and UDP-glucose [59].

Mannose and Fructose
Increasing other sugars has not always improved glycosylation. Substitution of 
mannose or fructose, or galactose for glucose as the monosaccharide source resulted 
in similar glycoform patterns [65]. In another experiment, there was no change in site 
occupancy of N-linked glycoforms upon supplementation of mannose [61]. Increasing 
the sugar pool may not be sufficient to overcome glycosylation bottlenecks.



 

 4.1 Control of Biotheraputics Glycosylation   267

Metal Ions
Other supplementation strategies target small molecules that assist in glycosyla-
tion. Since metal ions act as cofactors in glycosylation steps, these strategies aim to 
increase rate-limiting bottlenecks in glycosylation enzyme activity to improve sialyla-
tion and to minimize high mannose glycoforms (Table 4.1.3). 

Table 4.1.3: Effect of metal ion supplements on glycosylation. Metal ions, including iron and manga-
nese, were investigated as medium supplements for their effect on glycosylation.

Metal Reference Effect on Glycosylation

Iron [60] Iron supplementation improves glycosylation by increasing 
site occupancy

Iron [69] Iron supplementation improves glycosylation by minimizing 
the change from fully- to non- glycosylated glycoforms

Managnese [59] Manganese supplementation increases percentage of G1 
relative to G0 glycans 

Manganese [66] Manganese supplementation improves galactosylation and 
decreases percentage of non-sialylated glycoforms

Manganese [68] Manganese is important for both N-linked and O-linked 
glycosylation

Manganese [60] Manganese supplementation improves glycosylation by 
increasing site occupancy

Manganese [67] Manganese supplementation decreases the percentage of 
high mannose, non-sialylated glycoforms

Manganese
Manganese ions are cofactors for galactosyltransferases in glycosylation. In combina-
tion with galactose and uridine, manganese chloride was found to improve galacto-
sylation and glycosylation [60, 61]. In addition to galactosylation, manganese supple-
mentation also enhanced sialylation [67, 68]. Specifically, manganese decreases high 
mannose relative to complex glycoforms [68]. Manganese, a divalent cation, may also 
assist in the initial transfer of the dolichol phosphate donor to the peptide emerging 
from the ER [61, 67]. In addition to N-linked glycan synthesis, manganese acts as a 
cofactor in O-linked glycan synthesis and its depletion is detrimental [69]. The pool 
of glycoforms becomes more highly galactosylated and homogenous. Manganese 
supplementation helps to overcome barriers such as transport, synthesis, and sugar 
transfer.

Iron
Iron is another divalent cation that can act as a cofactor in the initial dolichol phos-
phate transfer to the emerging peptide. Iron supplementation increased site occu-
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pancy of N-linked glycoforms thus improving glycosylation [61, 70]. Indeed, the 
degree of increased site occupancy was higher for iron than manganese supplementa-
tion [70]. Another effect of iron is slowing the conversion of fully- to nonglycosylated 
glycoforms that occurs over time in cell culture; iron maintains the concentration of 
fully-glycosylated recombinant proteins [70].

Lipids and Steroids
In addition to sugars and nucleotides, lipids are important components of the gly-
cosylation pathway. Supplementation of lipid and protein blends has been tested as 
strategies for controlling glycosylation. Also, steroid hormones that bind to the glu-
cocorticoid receptor can affect expression of glycosylation enzymes. Thus, both lipo-
proteins and steroids have also been investigated as supplements for controlling and 
increasing glycosylation (Table 4.1.4).

Table 4.1.4: Effect of lipid/steroids supplements on glycosylation. Various lipids and steroids, 
including cycloheximide, dexamethasone, dolichol phosphate, glycerol, hydrocortisone, thyroxine, 
and triiodothyronine, were investigated as medium supplements for their effect on glycosylation.

Lipid/Steroids Reference Effect on Glycosylation

Cycloheximide [84] Cycloheximide supplementation increases percentage of 
glycosylated glycoprotein

Dexamethasone [72] Dexamethasone improves sialic acid addition by sialyltrans-
ferases and reduces cleavage by sialidases

Dolichol phosphate [71] Dolichol phosphate supplementation increases the donor 
pool but does not increase glycosylation

Glycerol [80] Glycerol supplementation decreases the rate of desialyla-
tion and increases sialylation of biantennary glycoforms

Hydrocortisone [73] Hydrocortisone supplementation improves glycosylation by 
increasing sialic acid content of glycoforms

Lipid/Lipoprotein [70] A commercial blend of cholesterol and protein decreases the 
rate of glycoform degradation

Thyroxine [60] Thyroxine supplementation improves glycosylation by incre-
asing site occupancy

Triiodothyronine [60] Triiodothyronine supplementation improves glycosylation 
by increasing site occupancy

Lipid and Lipoprotein
The initial step of glycosylation involves the lipid dolichol, which is a phosphate 
donor. Dolichol phosphate is an important precursor in the initial steps of glycosyla-
tion. The lipoprotein ExCyte, a commercial blend of cholesterol and protein, was 
tested as a supplement for CHO cells producing recombinant protein and was shown 
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to decrease the rate of glycosylation degradation [71]. In the control culture, the per-
centage of biantennary glycans decreased over time; this trend was slowed down by 
lipid supplementation [71]. This supplement was compared to another blend contain-
ing cholesterol, phospholipids, fatty acids, and protein that also improved glycosyla-
tion [71].

In other experiments, supplementation of dolichol phosphate directly was not 
found to improve glycosylation, as measured by no change in site occupancy of 
N-linked glycoforms [61, 72]. The increased donor pool was not sufficient for overcom-
ing glycosylation bottlenecks. Although dolichol phosphate inhibition is detrimental 
to glycosylation, increased dolichol phosphate does not improve glycosylation alone, 
indicating other pathway bottlenecks.

Dexamethasone
Dexamethasone (DEX) is a glucocorticoid steroid hormone important for increas-
ing expression of glycosyltransferases. DEX supplementation improved sialyltrans-
ferase and galactosyltransferase function and reduced cleavage by sialidase [73]. The 
proportion of asialoglycoforms decreased concomitantly with increases in mono-, 
di-, tri-, and tetrasialylated glycoforms [73]. While N-linked sialylation was greatly 
improved by DEX, there was no change in O-linked glycosylation [73]. Thus, DEX may 
be a useful strategy for producing consistent sialylated glycoprotein.

Hydrocortisone and Predinisolone
In addition to DEX, other glucocorticoids have been investigated as supplements. 
Both, hydrocortisone and predinisolone, were shown to improve sialylation [73, 74]. 
Higher concentrations of these glucocorticoids compared to DEX were required to 
increase sialic acid content to the same extent [73]. Steroid hormones likely affect gly-
cosyltransferases to improve sialylation. As sialylation is often cell line and process 
dependent, supplementation of glucocorticoids may be beneficial for controlling gly-
cosylation.

Triiodothyronine and Thyroxine
Both, triiodothyronine and thyroxine, are steroid hormones that were evaluated as 
supplements for CHO cells producing recombinant glycoprotein and found to simi-
larly increase the site occupancy of N-linked glycoforms [61].

Amino Acids
Amino acid supplementation is another strategy for controlling glycosylation. 
Depleted amino acids are supplemented to improve growth and subsequent produc-
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tivity and glycosylation. Alternatively, accumulating amino acids are removed or sub-
stituted from medium. In some processes, supplementation of depleted amino acids 
may improve growth but have a negative effect on glycosylation [67]. Thus, amino 
acid supplementation strategies require optimization (Table 4.1.5).

Table 4.1.5: Effect of amino acid supplements on glycosylation. Various amino acids, including 
glutamate, glutamine, glycine, proline, and threonine, were investigated as medium supplements 
for their effect on glycosylation.

Amino Acid Reference Effect on Glycosylation

Glutamate [52] Replacing glutamine with glutamate improves galactosyla-
tion and complement-dependent cytotoxicity

Glutamine [74] Adaptation of a cell line to glutamine-free growth improves 
the antennarity of N-linked glycoforms

Glycine [76] Glycine supplementation improves glycosylation by increa-
sing sialic acid content of glycoforms

Proline [75] Proline supplementation increases sialylation in hyperos-
motic cell culture

Proline [76] Proline supplementation improves glycosylation by increa-
sing sialic acid content of glycoforms

Threonine [76] Threonine supplementation improves glycosylation by 
increasing sialic acid content of glycoforms

Glutamine
Glutamine metabolism results in ammonia formation, which negatively affects cell 
growth. Ammonia may increase the nucleotide sugar precursor pool but glutamine 
metabolism usually dominates. Adaptation of a cell line to glutamine-free growth 
resulted in increased antennarity of N-linked glycoforms, suggesting that glutamine 
is detrimental to glycosylation [75]. Glutamine-free adaptation maintained the pool of 
nucleotide sugars at a higher concentration that may contribute to increased anten-
narity [75].

Glutamate
Glutamate can be used to replace glutamine supplementation and reduce ammonia 
formation. The effect of glutamate on galactosylation was investigated and resulted in 
increased galactosylation and complement-dependent cytotoxicity activity [53]. The 
most significant change in antennarity was an increase in G1 relative to G0 glycoforms 
[53]. Thus, improving galactosylation by glutamate supplementation can enhance 
antibody effector function.
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Proline
Proline, a non-essential amino acid, functions as an osmoprotectant to buffer the 
osmolality of cultured cells. Proline can also buffer the pH to avoid the negative 
cellular effects of ammonia. Proline supplementation resulted in increased sialic 
acid levels [76, 77]. The increased levels of GlcNAc and sialic acid corresponded to 
decreased ammonia formation and improved cell growth [77]. Thus, the benefit of this 
amino acid is an osmoprotectant that improves glycosylation.

Glycine and Threonine
In addition to proline, the amino acids glycine and threonine are added to cell culture 
to reduce ammonia formation. As supplements, both, glycine and threonine, were 
individually found to improve glycosylation as measured by an increase in galacto-
sylated and sialylated glycoforms [77]. Both, GlcNAc and sialic acid, content increased 
concomitantly with decreased ammonia formation and improved cell growth [77]. In 
this case, amino acids, which are usually already formulated in medium for growth 
and protein productivity, can also affect glycosylation.

Other Supplements
Other supplements primarily added to increase cell growth, viability, or protein pro-
ductivity have also been investigated for their roles in affecting glycosylation (Table 
4.1.6).

Table 4.1.6: Effect of other supplements on glycosylation. Other supplements, including dimethyl 
sulfoxide (DMSO), glycine betaine, pluronic F68, primatone RL, and sodium butyrate, were investiga-
ted for their effect on glycosylation.

Other Supplements Reference Effect on Glycosylation

DMSO [80] DMSO supplementation reduces sialylation

Glycine betaine [75] Glycine betaine supplementation increases sialylation in 
hyperosmotic cell culture

Pluronic F68 [82] Pluronic F68 supplementation maintains the percentage of 
fully-glycosylated glycoforms

Primatone RL [88] Primatone RL supplementation improves growth but decrea-
ses sialylation

Sodium butyrate [60] Sodium butyrate supplementation improves glycosylation 
by increasing site occupancy

Sodium butyrate [80] Sodium butyrate supplementation reduces sialylation
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Sodium butyrate [81] Sodium butyrate supplementation increases glycoform 
heterogenity and sialylation decreases

Sodium butyrate [78] Sodium butyrate supplementaiton increases the ratio of 
Neu5Ac to Neu5Gc sialic acid

Sodium butyrate [79] Sodium butyrate supplementation improves glycosylation 
by reducing the Neu5Gc content 

Sodium butyrate [77] Sodium butyrate supplementation increases protein produc-
tivity and sialic acid content

Sodium Butyrate
Supplementation of sodium butyrate is a strategy used for increasing recombinant 
protein productivity. Butyrate was also investigated for its effect on glycosylation and 
was found to increase site occupancy of N-linked glycoforms [61, 78]. The increase 
in site occupancy was linearly correlated with an increase in sialic acid content to 
suggest that butyrate may increase sialyltransferase activity [61, 78, 79]. Humans 
produce Neu5Ac sialic acid, whereas CHO cells produce both, Neu5Gc and Neu5Ac. 
Sodium butyrate supplementation increased the ratio of Neu5Ac to Neu5Gc, which 
may be implicated in increasing the circulatory half-life of the recombinant protein 
therapeutic [79, 80]. The decreased synthesis of Neu5Gc may relate to decreased CMP-
Neu5Ac hydroxylase activity or NADH supply.

In contrast, in other investigations, butyrate was found to decrease sialylation 
as measured by decreases in bi- and monosialylated glycoforms [81, 82]. Sodium 
butyrate supplementation strategies require optimization to balance the protein pro-
ductivity improvement with effects on product quality.

Glycine Betaine
Glycine betaine supplementation buffers the osmolality of cell culture to protect cell 
growth and protein productivity. At high osmolality, a beneficial effect of glycine 
betaine supplementation was observed resulting in increased sialic acid levels [76]. 
At normal osmolality, glycine betaine actually has a negative effect and reduces sia-
lylation [76]. Thus, this osmoprotectant can also alter glycosylation.

Pluronic F68
Pluronic F68 is a surfactant commonly added to suspension culture to minimize cell 
damage and subsequently to improve growth, viability, and recombinant protein 
productivity. This supplement has also been investigated for its role in glycosylation 
and was found to reverse the decline in fully-glycosylated glycoforms resulting from 
culture agitation [83]. The positive effect of F68 on glycosylation was recently found to 
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be independent of the cell shear protective effect [83]. Thus, common media additives 
may play previously unknown roles in controlling and altering glycosylation.

Primatone RL
Most industrial cell culture applications use serum-free medium to produce recombi-
nant glycoproteins. Primatone RL is a serum substitute containing amino acids, vita-
mins, and trace elements that increases cell growth and recombinant glycoprotein 
productivity. As a medium supplement, primatone RL was shown to have a negative 
effect on glycosylation as measured by a decrease in sialylation [84]. Primatone RL 
did not cause cell lysis, indicating that the decrease in sialylation was not caused by 
extracellular sialidase cleavage [84] and likely occurs from declines in intracellular 
sialylation. Thus, although the peptone improved growth and productivity, there was 
a negative impact on glycosylation.

Glycerol and Dimethyl Sulfoxide (DMSO)
Additional cell culture medium components include glycerol and dimethyl sulfoxide 
(DMSO), which are added as protein stabilizers to prevent aggregation. Glycerol may 
also play a role in helping protein synthesis and folding. It was found that glycerol 
supplementation also affects glycosylation by decreasing the rate of desialylation 
[81]. In contrast, DMSO supplementation had a negative effect on sialic acid content 
[81]. Protein stabilizers may have diverse functions, such as growth improvement and 
reduced aggregation, but the functions must be considered in the context of their 
effects on glycosylation.

Cycloheximide
Cycloheximide, a protein synthesis inhibitor, was investigated as a medium sup-
plement and found to increase glycoform site occupancy [85]. It was suggested that 
cycloheximide slows the rate at which protein is processed through the ER and Golgi 
thus increasing potential time for glycosylation [85]. Overall, glycosylation improved 
upon cycloheximide supplementation.

4.1.5 Conclusions

4.1.5.1 Summary
The purpose of this chapter is to emphasize the importance of glycosylation control of 
glycoproteins for the production of biotherapeutics. After reviewing the major types 
of glycosylation, including N- and O-linked glycosylation, strategies aimed to control 
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glycosylation patterns of therapeutic proteins from the glycoengineering and cell 
culture control approaches were presented.

Glycoengineering involves the modification of glycosylation by overexpression, 
knockdown, or knockout of critical genes that affect glycosylation. These strategies 
aim to improve desired properties of biotherapeutics by most improving galactosyla-
tion and sialylation, or eliminating fucosylation. Successful glycoengineering results 
in improved biotherapeutics circulatory half-life and an increase in ADCC. An alter-
native to glycoengineering for obtaining desired glycoforms is cell culture process 
parameter optimization. In mammalian cell culture supplementation of medium 
components have been shown to control the glycosylation patterns. Various media 
supplements, including sugar nucleotide precursors, sugars, metal ions, lipids, and 
amino acids, regulate glycoprotein progression from the ER through the Golgi and 
affect the final glycoform profile. In spite of contradicting results among cell lines, 
both, glycoengineering and media supplementation, can be optimized to improve the 
characteristics of a biopharmaceutical protein. Further understanding of glycosyla-
tion through mathematical modeling and experimentation will enable improving bio-
therapeutics glycosylation.

4.1.5.2 Challenges and Future Direction
Cell line engineering is a promising strategy to control glycosylation. With the avail-
ability of genomic resources such as the CHO-K1 genome sequence [86] and the 
application of systems biology approaches, knowledge driven strategies to design 
target glycoengineering manipulations will be facilitated. Indeed, the need of these 
approaches is exemplified by the fact that it is difficult and not intuitive to predict 
the effects of genetic manipulations on the glycosylation profiles that result from a 
complex sequence of enzyme-catalyzed reactions.

At the glycosylation level, many variables are in place, such as sugar nucleotide 
concentrations, glycans concentrations, genes expression levels, enzyme activities, 
enzyme saturation, and substrate competition. Furthermore, we tend to disregard 
that many glycosylation types coexist and influence each other. For example, some 
enzymes influence simultaneously both N- and O-glycosylation. Thus if the concen-
trations of O-glycans that compete with N-glycans for the same enzymes change sig-
nificantly, it will affect the concentration of N-glycans because of the less availability 
of those enzymes for N-glycan glycosylation. Therefore, in understanding glycosyla-
tion for improving biotherapeutics performance the use of experiments guided by 
modeling is critical given the complexity of glycosylation.

At the cell culture level, many supplements, including nucleotide sugar precur-
sors, sugars, metal ions, amino acids, and lipids, have been investigated for their role 
in achieving desired glycosylation. The sometimes contradictory results indicate that 
cell culture performance varies, and it is affected by a wide array of factors in addition 
to the supplements, such as cell line, recombinant protein, and process design. Thus, 
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it can be challenging to decide which supplements may improve a bioprocess. For 
example, supplementation of glucosamine correlated with an increased pool of UDP-
GlcNAc but decreased glucose transport [54] whereas in another example, glucosa-
mine supplementation increased sialic acid content [59]. This presents a challenge 
in designing experiments. Therefore, evaluating multiple media additives is essential 
in developing a cell culture performance to control glycosylation. Indeed, there are 
a vast number of supplements that have already been tested and there are still more 
novel supplements that could produce beneficial results.

Application of medium formulation and glycoengineering will also require a 
consideration of process parameters. During mammalian cell culture, the selection 
and optimization of process parameters can strongly affect cell growth, recombinant 
protein productivity, and glycosylation. Optimization of parameters such as tempera-
ture, pH, dissolved oxygen, feeding strategy, and medium formulation, is important 
for achieving consistent cell culture performance and to ensure product quality is 
attained. To further improve cell culture performance, a combination of process 
parameters, medium formulation, and genetic engineering can be optimized to affect 
a desirable glycosylation profile.

Thus to achieve glycosylation control requires defining which set of variables are 
the critical ones for a specific cell line within specific physiological and process con-
ditions. Further understanding of glycosylation through mathematical modeling and 
experimentation will enable combinations of both supplementation and glycoengi-
neering strategies to increase synergistically the level of glycosylation and maintain a 
consistent glycoform profile, resulting in superior biotherapeutics.
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4.2  Manufacturing of Complex Biotherapeutic Protein Products: 
Medical Need and Rational for Monoclonal Antibody Mixtures,  
Multispecific Formats, and Fc-fusion Proteins

Lore Florin, Sören K. Rasmussen, Torben P. Frandsen, and Anne B. Tolstrup

4.2.1 Introduction

The therapeutic and commercial success of monoclonal antibodies (mAbs) is undis-
putable with approximately 30 molecules approved for market. Also, the Ig-fusion 
proteins have proven their value and several have entered the market, with the promi-
nent example of Enbrel (etanercept) as one of the most sold biologics to date [1, 2].

Nevertheless, limitations to the effect of mAb treatment have also been observed, 
and a confirmed clinical need prevails to develop more potent and broadly applicable 
therapies, not least for treatment of so-called complex diseases. The scientific back-
ground for these limitations may well rely in the inherent specificity of the mAbs for 
a single epitope, and the next generation of antibody-based therapeutics therefore 
aims to overcome these limitations by enabling targeting of two or more epitopes [3]. 
A good example of a complex disease could be an infection caused by a virus or a 
bacterium. Here, mAb treatment targeting one epitope, e.g., on the surface of a bac-
terium, has historically shown little effect and with the exception of Synagis (palivi-
zumab) [4] there are no mAbs on the market today for treatment of infections. Cancer 
is another broad indication where curative or even durable effects of current mAb 
therapies often are lacking and where broadening the potency of the drugs through 
targeting several epitopes could be envisioned to enable improved patient responses. 
Despite the fact that use of plasma-derived immunoglobulins no longer can be consid-
ered state-of-the-art, such multivalent drugs have nevertheless inspired researchers 
to explore new drug development concepts where more than one epitope is targeted 
as they are known to act in concert to optimally recruit and exert effector functions. 
This has resulted in a trend in developing new and more efficient biologicals, such 
as bi- or multispecific formats as well as exploiting the application of recombinant 
antibody mixtures as a logical next generation step. Other types of optimized mol-
ecules, like glyco-engineered formats with enhanced ADCC activity or antibody drug 
conjugated (ADC) molecules, goes beyond the scope of this chapter and will be dealt 
with elsewhere.

The bi- or multispecific formats are designed to target two or more rather than just  
one epitope present on a target molecule or cell (for example a cancer cell) and in addi-
tion, some of the smarter multispecific formats will also bind a target on an immune 
cell, for example CD3 on T cells, enabling this cell to be brought into close contact with 
the malignant cell. In 2009, the first and so far only multispecific format, catumaxomab, 
targeting EpCAM (epithelial cell adhesion molecule) and CD3, was approved for treat-
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ment of malignant ascites [5]. Complementary to this, antibody mixtures represents an 
option to freely combine several well-characterized mAbs into a mixture, dependent on 
the molecular target profile in a given disease. Conceptually, antibody mixtures take 
advantage of the best properties of two existing drug classes, namely the specificity of 
the mAbs combined with the diversity of the immunoglobulins targeting multiple epit-
opes. In 2012, the first mAb combination, trastuzumab and pertuzumab, was approved 
by FDA. The mixture consists of two of Genentech’s previously approved mAbs target-
ing different epitopes on the HER-2 receptor, and it was approved for treatment of HER-2 
positive metastatic breast cancer together with docetaxel [1]. There are more examples 
of ongoing clinical trials with antibody combinations targeting two different epitopes, 
e.g., Symphogen is running a Phase II trial with Sym004, a mixture of two mAbs which 
both binds the EGFR surface receptor [6], and companies like Merrimack and Xoma are 
also pursuing clinical trials of antibody mixtures comprising 2-3 antibodies. Also larger 
mixtures have been advanced in the clinic such as a mixture of 25 mAbs for treatment 
of ITP [7]. Notably, antibody mixtures represent combinations of a naturally occurring 
molecule format which, as long as they are human or humanized, have a relatively low 
risk of inducing immunogenicity in patients, whereas bi- and multispecific formats may 
suffer from increased immunogenicity due to their engineered structures. A third class 
of molecules that will be covered in this chapter comprise the Fc-fusion proteins typi-
cally consisting of the extracellular domain of a naturally occurring receptor fused to 
the constant domain of an IgG molecule to enhance manufacturability, molecule stabil-

Figure 4.2.1: Illustration of 3 classes of next generation biological therapeu-
tics; antibody mixtures, Fc fusion proteins and multispecific formats. In the 
latter group, multiple different formats exists, of which some examples are 
shown. A) dual variable domain, B) bispecific antibody, C) “knob-in-hole” 
bispecific antibody, D) antibody drug conjugates, E) diabody.



 

282   4 Engineering of the Product

ity, and half-life. A graphic overview of the general structural formats of the next gen-
eration therapeutics covered below, namely 1) antibody mixtures, 2) Fc-fusion proteins, 
and 3) multispecific formats (examples A: dual variable domain, B: bispecific, C: knob-
in-hole, D: antibody drug conjugates, E: diabody) is depicted in Figure 4.2.1.

An increased number of both, multispecifics and antibody mixtures, are expected 
to enter clinical trials in the coming years. A recent review of ongoing trials was pro-
vides by May et al. [8], please visit clinicaltrials.gov for the most current information.

Both of the newer classes of drugs – multispecifics and antibody mixtures – rep-
resent new challenges to CMC manufacturing, characterization, and release. Here, 
investigators can take advantage of the technological advances made in animal cell 
culture-based antibody manufacturing over the past 15 to 20 years. The challenges and 
currently applied approaches to overcome them will be addressed in the next sections.

4.2.2 Recombinant Antibody Mixtures

4.2.2.1 Manufacturing Approaches for Recombinant Antibody Mixtures
Different manufacturing strategies are currently used to produce antibody mix-
tures, where the mixing of the individual molecules occurs either during a defined 
manufacturing process step or where the actual production is performed simultane-
ously (Figure 4.2.2). Antibody cocktails represent completely individual drug prod-
ucts, manufactured and released as individual drug products that are administered 
to the patients as a combination (Figure 4.2.2(1)). Recombinant antibody mixtures, 
typically containing a low number of constituent antibodies, can be produced using 
a manufacturing approach where the individual drug substances are manufactured 
and released individually and subsequently mixed at the drug product stage prior to 
administration of patients (Figure 4.2.2(2)). Recombinant antibody mixtures produced 
simultaneously can be manufactured using different strategies from a single expres-
sion clone (Figure 4.2.2(3)) or using a single-batch manufacturing approach starting 
from a polyclonal cell bank (Figure 4.2.2(4)). Mixtures of antibodies with three differ-
ent specificities have thus been obtained using the OligoclonicTM technology devel-
oped by the company Merus where a single producer clone is obtained by transfection 
using a mixture of expression plasmids encoding one antibody light chain and 2-3 
heavy chains. This strategy leads to generation of a mixture of three different mAbs of 
the types AA, AB, and BB when two heavy chains are transfected, and AA, AB, AC, BB, 
BC, and CC when three heavy chains are transfected each with a unique specificity 
(Figure 4.2.2(3)). Published data on clone stability studies suggest that the individual 
clones are stable over extended generations with respect to growth, production, and 
ratio of the different molecules [9]. The single-batch manufacturing approach (Figure 
4.2.2(4)) also offers the possibility of simultaneous manufacturing of several constitu-
ent antibodies, however, with few limitations to the desired composition as compared 
to the OligoclonicTM approach. To date, up to as many as 25 antibodies have been pro-
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duced using this strategy [10]. Very consistent manufacturing has been demonstrated 
using a polyclonal cell banking concept where the individual stable manufacturing 
cell lines are mixed at the cell banking stage and the polyclonal cell bank is selected 
for optimal growth and manufacturing consistency [10-12].

4.2.2.2 Single-batch Manufacturing, First Generation
The single-batch production concept of recombinant antibody mixtures or recombi-
nant polyclonal antibodies will be described in more detail below, using a historical 
perspective. The idea was originally described about 15 years ago by Sharon and col-
leagues [13] who performed experiments where DNA fragments derived from yeast or 
phages libraries were transferred in bulk to mammalian expression plasmids before 
transfection into a given host for expression. Subsequently, the single-batch manu-
facturing was further developed by the Danish company Symphogen A/S which in 
2006 described the development of a complex recombinant antibody mixture, roz-
rolimupab, composed of 25 different recombinant IgG’s showing reactivity towards 
Rhesus D (RhD) [10]. The recombinant product is intended for replacement of plasma-
derived anti-RhD hyperimmune immunoglobulin currently used for treatment of idi-
opathic thrombocytopenic purpura (ITP).

Rozrolimupab, a first-in-class recombinant polyclonal antibody, was manufac-
tured in CHO-Flp-In cells using a first generation of the so-called Sympress  tech-
nology for single-batch manufacturing [10] The expression platform was based on a 
site-specific integration technology where the expression construct is integrated in 
one copy at a single predefined genomic locus. In theory, the generation of “geneti-
cally identical” production cell lines would minimize differences in genomic position 
effects, production capacities, and growth rates. CHO Flp-In cell lines expressing each 

Figure 4.2.2: Manufacturing strategies for antibody mixtures.
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of the 25 specific anti-RhD antibodies were generated individually. Subsequently, all 
cell lines were thawed and expanded simultaneously in compliance with GMP (good 
manufacturing practice) and mixed with equal cell numbers to generate a polyclonal 
master cell bank (pMCB) and a polyclonal working cell bank (pWCB). A fed-batch 
manufacturing process was employed for production of the antibody mixture, initi-
ated by thawing of a single pWCB ampoule for expansion and inoculation into seed 
and production bioreactors.

Generally, the single-batch manufacturing process very much resembles the tradi-
tional manufacturing process for mAbs, however, there are special requirements with 
regard to process robustness and antibody composition stability during the process 
and between different production batches. In a paper by Frandsen et al. [12], it is 
demonstrated that the rozrolimupab antibody composition is very stable during the 
upstream process and only minimal changes were observed in samples harvested at 
days 3, 7, 11, and 16 during the fed-batch manufacturing process. Furthermore, analy-
ses of samples retained at different stages during downstream processing revealed 
no significant compositional changes and confirmed that polyclonality is maintained 
during the complete manufacturing process. Additionally, a mimic of a scale up 
scenario from 400 L to 12,500 L was performed by extension of the cell expansion 
phase with approximately 6 cell generations. Comparison of antibody compositions 
by use of cation exchange chromatographic fingerprint profiling as analytic method 
showed highly similar compositions of product derived from “normal” expansion and 
extended expansion, respectively, with only minor changes in chromatographic peak 
heights. Finally, analysis of four 400 L batches in a GMP manufacturing campaign 
showed very similar cation exchange profiles again strongly indicating a very consis-
tent batch-to-batch manufacturing process.

4.2.2.3  Single-batch Manufacturing using an Optimized Second Generation 
Approach

Overall, the first generation Sympress technology provided a robust and reliable man-
ufacturing platform for rather complex antibody mixtures composed of up the 25 dif-
ferent antibodies. However, there were some drawbacks of the technology with regard 
to manufacturability. Firstly, the employed parental CHO Flp-In cell line produced rel-
atively low levels of recombinant antibody, and secondly, a large quantitative differ-
ence between individual antibodies in the composition was observed by both, cation 
exchange chromatography, terminal restriction enzyme fragment length polymor-
phism (T-RFLP) analyses [11], and by light chain LC-MS [14]. This strongly suggested 
that although site-specific integration technology would ensure similar genetic envi-
ronments for all expression constructs, the primary sequence of the various antibod-
ies would still result in individual expression levels of each antibody. For diseases 
with a higher drug demand and a need for a more tightly specified antibody ratio, as 
required for example for many cancer indications, an expression system enabling a 



 

 4.2 Manufacturing of Complex Biotherapeutic Protein Products   285

higher antibody production rate and a tighter control over antibody composition was 
required.

Several different expression systems were evaluated for a second generation 
Sympress expression platform and surprisingly, it turned out that the most success-
ful results were obtained using random integration in a CHO DG44 derived host 
cell line termed ECHO [11]. The initial procedures for generation of cell lines are 
relatively similar to procedures used for mAbs where an expression construct con-
taining the recombinant antibody genes and an appropriate selection marker is 
introduced into the host cell line by standard transfection methods. Transfection is 
performed separately with each of the individual antibody expression vectors and 
methotrexate is used for selection of stable cell lines. The resulting stable pools are 
single-cell cloned by FACS and high-expressing clones are expanded and frozen 
as individual research cell banks (RCBs). The RCBs are thoroughly examined with 
regard to parameters such as growth, production characteristics, and antibody 
quality attributes. Selected candidates are progressed to the next step where poly-
clonal cell banks are generated.

For the first generation Sympress technology, a cell bank strategy based on trans-
fer of individual RCBs to a GMP facility for subsequent banking of “polyclonal” cell 
banks generation was employed. An optimized concept has been introduced for the 
second generation Sympress technology, namely a three-tiered cell banking schedule. 
The RCBs are initially expanded and mixed to generate a ‘polyclonal’ research cell 
bank (pRCB). This bank then serves to generate the pMCB and pWCB, both to support 
development under research (non-GMP) conditions, and to facilitate the pMCB and 
pWCB generation under GMP compliant conditions [15]. The reproducibility and 
robustness of the three-tiered cell banking system (pRCB to pMCB to pWCB) was eval-
uated by comparing the antibody composition produced from two different pWCBs 
generated from the same pMCB producing a mixture of 6 antibodies. Several ampoules 
from each pWCB were thawed, expanded and subjected to a fed-batch process at  
5 L scale. The antibodies were purified and the antibody distribution determined by 
cation exchange chromatography both within the same pWCB and between different 
pWCB, was very similar. The batch-to-batch variation has been further examined in 
small scale bioreactors in several research projects and found to be low and accept-
able, both with regard to antibody composition and upstream characteristics such a 
cell number and viability [11, 15].

Thorough determination of growth characteristic of individual RCBs is of para-
mount importance for generation of cell cultures robustly expressing defined anti-
body mixtures. To demonstrate that this is indeed feasible, two RCBs producing two 
distinct antibodies were selected based on growth and production characteristics to 
examine how mixing of the two RCBs at different ratios would affect the antibody 
composition. The two cell lines were thawed and mixed in five different rations and 
frozen as pMCBs. The pMCBs were subsequently resuscitated, expanded, and exam-
ined in a fed-batch process. Antibody distributions were determined and the results 
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clearly showed that the relative amount of each antibody could be controlled by 
mixing the cell lines in an appropriate ratio [16].

The single-batch manufacturing may suffer from some disadvantages, such as 
the need for a very thorough selection of individual cell lines with desired character-
istics for the polyclonal cell banks and a more restricted manufacturing process with 
for example a narrow window for the seed train length. Antibody mixtures derived 
from the second generation Sympress platform have not yet (2013) entered the clinic, 
however, several products are in the pipeline and the second generation single-batch 
manufacturing approach may well provide a consistent and cost efficient expression 
platform for antibody mixtures in the future.

4.2.2.4 CMC (Chemistry, Manufacturing and Control) Challenges
As regulatory guidance for the control, release, and characterization of recombinant 
antibody mixtures has not yet been established, the strategy for recombinant antibody 
mixtures has been based on the existing regulatory guidance for mAbs. Thus, to a large 
extent and whenever technically feasible, the developed analytical methodologies for 
recombinant antibody mixtures resemble that of mAbs. Some of the developed ana-
lytical methods that have been successfully applied for recombinant antibody mixtures 
are essentially independent of the number of constituent antibodies, performed basi-
cally as for mAbs, and the analytical results provides an average characteristics for 
the recombinant antibody mixture in question. Examples of such analytical methods 
include, e.g., SDS-PAGE and Western blotting which provide information on the iden-
tity and presence of potential product related contaminants. A separation technique 
like capillary electrophoresis is performed again essentially as for mAbs and provides 
valuable information on the presence of potential product related contaminants. For 
this example, analysis of the interim references of the individual antibodies were used 
to demonstrate that minor peaks present in the electropherograms under reducing con-
ditions were caused by differences in migration between the light chains [12]. Recom-
binant antibody mixtures are typically made with an identical constant region, with 
the antigen specificity relying in the different identified, screened, and chosen variable 
regions which together are selected for improved synergistic effect towards a given 
target (s). The applied release and characterization strategy for recombinant antibody 
mixtures developed by Symphogen take advantage of the identical constant regions 
for the constituent antibodies. While peptide mapping for mAbs are typically used to 
provide identity of the primary structure and the potential presence and identity of 
posttranslational modifications, this method for recombinant antibody mixtures will 
provide the same level of information for the constant regions and potentially parts of 
the variable regions. For the very complex recombinant antibody mixture of 25 anti-RhD 
antibodies mentioned above, the 10 most dominating peaks in the peptide maps were 
identified, thoroughly characterized using mass spectrometry, and used for release as 
an identity method for the constant region [12].
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Various control strategies to identify and quantify the amount of individual con-
stituent antibodies in a given recombinant antibody mixture have been developed. 
Very different analytical methodologies have been applied for such analysis and 
the successfully developed methods have been used to, e.g., profile manufacturing 
consistency of individual constituent antibodies, measure potency of subsets of anti-
bodies, or to monitor the profile of mRNA levels of the expressed antibodies in the 
mixture. Chromatography based methods like CIEX or RP-HPLC have been widely 
developed and used for profiling of recombinant antibody mixtures [12], applied as 
important project specific identity methods and used during process development, 
for the profiling of manufacturing consistency, release, and characterization. Refer-
ence standards of the individual mAbs are typically applied during the development 
and qualification/validation of such product specific identity methods. Very often, an 
early version of the product specific identity methods is also applied during the selec-
tion process of the recombinant antibody mixture lead candidate to ease the devel-
opment process for the product specific identity method. Dependent on the nature 
and complexity of the mixture, chromatography based identity methods may provide 
the exact quantity of the individual constituent antibodies. For more complex types 
of recombinant antibody mixtures, mass spectrometry-based methods have been 
used to identify and provide the relative quantity of individual constituent antibodies 
for product candidates containing as many as 25 antibodies [14]. For this particular 
assay, size exclusion chromatography were used to separate the pool of heavy and 
light chains, for the subsequently LC-MS analysis of the pool of light chain allowing 
identification and relative quantification.

4.2.2.5 Summary Antibody Mixtures
As described in the previous section there is an increasing amount of interest in 
antibody mixtures as well as in antibody cocktails, which is based primarily on the 
medical need for more complex and more effective drugs targeting several different 
epitopes. This new class of antibody therapeutic has created a need for understand-
ing how to manufacture and characterize antibodies from a CMC perspective.

Manufacturing of antibody mixtures may be based on many different approaches 
including separate manufacture and release of individual antibodies to more complex 
approaches such as producing as many as 25 antibodies in a single-batch manufac-
turing process (Figure 4.2.2). Several manufacturing approaches may be feasible but 
cost considerations, manufacturing capacities and process robustness and charac-
teristics will of course play an important role when deciding for the most desirable 
approach [15].

The CMC strategies for quality control of antibody mixtures can be challenging, 
but with rozrolimupab with a finalized global clinical phase 2 trial as a pioneer a pos-
sible path for regulatory acceptance of the single-batch manufacturing approach has 
been established. The CMC strategy is built on guidance for mAbs supplemented with 
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product specific assays to determine antibody composition and composition variabil-
ity. In 2010, FDA issued a draft guidance for industry entitled “Co-development of two 
or more un-marketed investigational drugs for use in combination” with guidance on 
the preclinical and clinical development of combination products and this may help 
more drugs to enter clinical trials.

In conclusion, combinations of antibodies constitute a very interesting and effi-
cient new class of therapeutics against serious diseases such as cancer and infections, 
and different antibody mixtures are likely to enter the market within the next decade.

4.2.3 Multispecifics 

Multispecific molecule formats share many of the advantages that polyclonal antibod-
ies and antibody mixtures offer as modern approaches to the treatment of complex 
diseases with an unmet medical need. Their binding moieties can be designed to 
recognize several different target molecules or different epitopes on a single target, 
thereby enhancing the affinity through avidity. They can be used to address several 
molecules acting in the same or different disease relevant pathways to achieve addi-
tive or synergistic effects. Thus, they share the benefits of the aforementioned classes 
of new molecule formats to increase the affinity, avidity and potency to actively 
combat the redundant nature of many disease mechanisms. The structural difference 
relies in the feature that in bi- and higher order multispecific formats, the ability to 
bind to two or more targets is comprised in a single molecule.

Through the structural linkage of several target-engaging components in one 
molecule, multispecifics offer additional functionalities that go beyond the modali-
ties that mixtures of individual unlinked molecules can provide. For example, mul-
tispecifics can be applied to link several molecules on one or different cells, e.g., to 
force clustering of cell surface receptors to induce signalling or by bridging immune 
cells such as natural killer cells to tumor cells to promote efficient cell killing [17, 18]. 
Another important feature of multispecifics could be a more selective delivery of a 
therapeutic or toxic payload to a specific cell-type, tissue or to tumour cells. Newer 
approaches to cross the blood-brain-barrier, which has been a long known challenge 
for biological therapeutics, rely on multispecific molecules wherein one ‘arm’ recog-
nizes a receptor on endothelial cells that will mediate the endothelial transcytosis 
of the molecule into the brain, where the second arm will then function to recognize 
its target to mediate the actual therapeutic function [19]. A lot of potential is also 
expected from using bispecifics as vehicles for ADC  approaches. By designing bispe-
cifics that would only bind with high affinity to tumour cells that simultaneously 
express two or more surface markers, researchers hope to be able to more clearly dif-
ferentiate between a tumor and a healthy cell (that might also express the target even 
though at lower amounts) and thereby minimize ‘on target’ cytotoxic effects that in 
the past have prevented the safe use of these highly potent strategies [20-22]. Further-



 

 4.2 Manufacturing of Complex Biotherapeutic Protein Products   289

more, the target space might not be limited to extracellular targets: Several groups 
are working on approaches to use multispecific molecules to address intracellular 
targets, by engaging endocytosis receptors with one binding moiety to induce uptake, 
build in a mechanism to enable endosomal escape into the cytoplasm or nucleus and 
use a different binding moiety to selectively engage the target [23]. Those approaches 
have not entered clinical stages yet, but they illustrate the broad versatility of ideas 
for applications that can be built into multispecifics to open an entirely new target 
space to therapy.

At the same time, the fact that all target engaging domains are covalently linked 
together into one structure also means that the molecule design determines a fixed 
stoichiometry (e.g. 1:1 in a bispecific) that cannot be titrated or adjusted later on to 
obtain a potentially more efficient ratio, as well as a fixed distance between the differ-
ent binding moieties. Therefore, particular care needs to be taken to study or predict 
the distribution and relative abundances of all targets and the affinities of the cor-
responding binding domains to ensure that the molecule will be well balanced to 
effectively bind all desired targets in order to exploit its full potential.

4.2.3.1 Multispecific Formats
Bi- or multispecific molecules can in principle be generated either by fusion of two 
or several hybridoma cells, by biochemical methods such as reduction/reoxidation 
or through conjugation or by genetic engineering. The first two approaches usually 
result in mixtures of paired chains, which – to a defined statistical proportion – will 
contain a fraction of the desired combination of heavy and light chains which will 
then have to be purified selectively from the mixture of undesired chain combinations 
(e.g., AB is desired, while AA, BB, and unpaired chains needs to be removed). In fact, 
the first marketed bispecific antibody, catumaxomab (recognizing EpCAM and CD3 
for the treatment of malignant ascites) was developed by the fusion of mouse IgG2a 
and rat IgG2b hybridoma cells [24, 25].

The majority of multispecific molecules, however, have been generated by genetic 
engineering and, in the last 20 years, more than 45 different formats have been devel-
oped that are in or approaching clinical trials [26]. Depending on their structure and 
origin, those formats can roughly be divided into four classes (see also Table 4.2.1):
1. First, there are the IgG-like formats that maintain the structural framework of 

natural antibodies including the Fc-region. Binding sites with additional spe-
cificities can be incorporated by fusing single-chain variable fragments (scFv), 
diabodies, Fab fragments or derivatives to the N- or C-termini of the IgG to obtain 
symmetric multispecific molecules. Another approach is based on the heterodi-
meric assembly of two different heavy chains with either a common or different 
light chains, leading to asymmetric structures. Several strategies have been deve-
loped to facilitate heterodimerization and to prevent the formation of homodi-
mers, including engineering of the amino acids at the dimerization interface in 
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the CH3 domain (‘knobs-into-holes’), introduction of charged residues to provoke 
repulsion of identical chains or making use of segments from other Ig subtypes, 
e.g., IgA [27-29].

2. The second group comprises smaller formats built from combinations of anti-
body-derived binding domains that are connected by flexible linkers. Examples 
include chains of two or more Fabs or scFvs that are the building blocks of dia-
bodies [30] and BiTEs [31], respectively, or tandem assemblies of even smaller 
binding units from different species such as the VHH domain antibodies from 
camelids [32].

3. Thirdly, various scaffold formats have been designed from binding-domains of 
different intra- or extracellular proteins (for recent review, see [33]). This very 
diverse third group includes anticalins, ubiquitins, adnectins, DARPins, fyno-
mers, centyrins, and many more that share the common properties of being of 
small size (usually <20 kDa), compact and usually very stable and easy to express 
in microbial systems. As a downside, these small molecules are usually rapidly 
cleared from the circulation, which often makes it necessary to employ half-life 
extending strategies to maintain effective concentrations and enable patient con-
venient dosing (reviewed in [34]).

4. The fourth group comprises approaches combining the benefits of the previ-
ous groups by using a fully functional antibody and ‘decorating’ or ‘loading’ its 
termini with scaffolds of different specificities. By fusing those small binders to 
virtually every N- and C-terminus of heavy and light chains, it is possible to create 
tetra-, penta- and even higher order multispecific molecules that have been 
shown to maintain the specificity and affinity of the parental antibody and simul-
taneously engage up to five or more targets.

4.2.3.2 Design Considerations
The variety of options that is represented by this colourful plethora of bi- and multi-
specific formats on the one hand opens an amazingly variable field of new possibili-
ties to address disease mechanisms. At the same time, it also reflects the various con-
siderations that inspired their design and refinement and those could be as complex 
as the disease pathologies they are supposed to address. Scientific understanding of 
the disease condition and its underlying mechanisms will usually be the initial drivers 
to try a bi- or multispecific approach versus standard monotherapy and define the 
number of target structures that the molecule should be able to bind. One of the basic 
decisions will then be whether to choose an antibody-like format, which offers the 
structural stability of an evolutionary proven molecule or to select a more complex or 
alternative scaffold-based structure. Scaffolds might be preferred if long circulation 
half-life is not anticipated to be required or even not desired due to the anticipated 
high biological potency of the binder combination. The risk of immunogenicity and a 
strong antidrug antibody (ADA) response could be expected to be higher for formats 
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Table 4.2.1: Classes of multispecific formats.

  Format Company/Sponsor Reference

I) IgG-like molecules containing an Fc-portion

  Triomabs Trion Pharma [24, 35]

DART MacroGenics Inc. [36]

  Mab2 F-star [37]

  Biclonics Merus [38]

  Duobody Genmab [39]

  DVD-Ig Abbot [40]

  Dopple-Mabs/cross-
Mabs

Roche [41]

II) IgG-derived withouth Fc-portion

  Small, versatile combination of binding domains, connected by flexible linkers; usually short 
half-life

  Nanobodies Ablynx [32]

  ScFv Public domain  

  BiTE Micromet/Amgen [31]

  TandAb Affimed [42]

III) Non-IgG (very diverse group; further, see [17] for review)

  Small, usually very stable ‘scaffold’ modules derived from intra- or extracellular protein binding 
domains 

  Anticalins Pieris [43]

  DarPins MolecularPartners [44]

  Affibodies Affibody [45, 46]

  Fynomers Covagen [47]

  Adnectins Adnexus, Bristol-Myers Squibb R&D 
Company

[48]

IV) Combinations = ‘decorated’ antibodies 

  Small binding units (e.g., from class III) attached to an IgG (H and/or L chain) or fusions of mol-
ecules of the non-Fc class to an Fc portion to increase half-life and/or effector function

  Zybodies Zygenia http://www.zyngenia.com/ [49, 50]

  Fyomer/IgGs Covagen [51]
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that are more far away from naturally occurring structures or if employed building 
blocks are intracellularly derived. However, there does not seem to be a clear rule as 
even pentameric antibodies decorated with Fynomers, derived from binding domains 
of the intracellular Fyn kinases, have been reported to show very good serum half-life 
and no ADA in initial pharmacokinetic studies in monkeys [47, 51]. Unless short half-
life is acceptable, extension technologies will have to be considered for the scaffold-
based and smaller antibody-derived formats to maintain effective concentrations and 
prevent high dosing frequency. Tissue distribution and overall abundance ratios of 
all target structures will have to be carefully weighted and built into the final design. 
Different binding affinities and anticipated biologic response further factor into the 
balance of functional binding units (1:1 or different) to achieve optimal potency. Fur-
thermore, orientation and order of the binding domains within the molecule have 
been shown to affect both, binding affinity and function, as well as CMC characteris-
tics including expression, folding, and stability. For asymmetric formats consisting of 
different heavy chains, means to force heterodimerization or alternatively to facilitate 
enrichment of the desired AB chain combinations from the arising mixture may be 
built in to support effectiveness in manufacturing. Linkers between domains can be 
designed to provide more or less flexibility to the structure. Both, their length and 
sequence, can be optimized to ensure proper assembly and thermodynamic stability. 
At the same time, accessible linker loops can make a format vulnerable towards pro-
teolytic cleavage, which can be a challenge particularly for complex designs requiring 
use of several linkers.

Additional considerations related to each individual molecule format goes 
beyond the scope of this chapter and shall not be further detailed. In general, a suc-
cessful design will combine desired potency and biologic response through efficient 
target engagement with minimal immunogenicity and a molecular framework with 
favorable CMC characteristics that allow efficient manufacturing with acceptable 
quality attributes.

4.2.3.3 CMC Challenges
Dependent on the structure of the multispecific molecule, expression can be done 
either in microbial or in mammalian cells. Expression of small, nonglycosylated 
formats can be performed in bacteria or yeast (preferred for albumin fusion pro-
teins) while bigger, more complex formats, which could present challenges for 
refolding, and of course glycosylated proteins, should be expressed in mammalian 
systems. In reality, for some of the new formats, a clear rational for decisions on 
host cell often becomes fluid and, therefore, many researchers prefer to go for the 
empirical approach and first try a broader panel of host cells ranging from bacteria 
to CHO cells before deciding on the most suitable host for a given molecule. As this 
book concerns animal cell culture, focus will be kept on mammalian expression in 
the following.
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Non-Fc-containing Formats
CMC-challenges for multispecifics lacking an Fc-domain, for example BiTE molecules, 
do not really differ from the challenges associated with manufacturing of any other 
novel biological entity (NBE). As many of the formats are built on a naturally occur-
ring protein or protein domain of a relatively small size, decent expression levels can 
often be achieved without too much effort. An overall challenge is that in contrast 
to IgG manufacturing, no common platform is available. Thus, several different host 
cells including microbials may have to be considered, and this is often best done 
empirically. A specific challenge compared to the IgG formats concerns purification, 
which obviously cannot take advantage of the protein A-binding properties of the IgG 
molecule. Chromatographic or filtering steps may take advantage of an inherent spe-
cific affinity – which can be costly – and/or rely on more unspecific means such as 
hydrophobicity or charge properties of the molecule. Addition of tags, for example a 
His-tag, is another option, which can be considered.

Fc-domain-containing Formats
Multispecific formats relying on incorporation of a Fc-domain in their structure are 
built from several chains, for example two different HCs combined with one or two 
LCs. For some formats (Ig-DARTs, DVDs), the HC has been extended with a second 
antigen binding site added either N-terminally on top of the variable domain, or as 
a binding domain fused to the C-terminal of the Fc region (Figure 4.2.1c). Such mol-
ecules are typically designed using naturally occurring IgG domains as the additional 
building blocks. While this likely will facilitate manufacturing and folding, the chal-
lenge exist that as the molecule becomes relatively large they may still be prone to 
difficulties with respect to manufacturability, e.g., due to problems with folding and 
associated formation of aggregates and/or with molecule stability.

Other formats more closely resembling natural IgGs in their length and structure 
rely on formation of heterodimers between two different HCs (and potentially two 
different LCs) to generate more than one binding sites. This concept has led to a chal-
lenge known as the “chain association issue” which has been reviewed recently [29]. 
Basically, the challenge is to favor formation of the one desired heterodimeric mol-
ecule over the variety of formats that can be generated through random combination 
of multiple chains. Popularly speaking, the goal is to form the structure AB from the 
constructs AA and BB when the simplest setup of two HCs and a common LC comprise 
the molecule building blocks. An early elegant idea was the knob-in-hole structure 
(reviewed in [27]) where formation of the desired heterodimer from two homodimer 
constructs was facilitated by designing the molecules with a bulky “knob” (key) 
structure in the CH3 part of one chain fitting into a “hole” (or lock) in the correspond-
ing site on the other chain. Other approaches with a similar aim rely on introducing 
charge differences in the same regions of the Fc-domain.
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CMC challenges for this approach comprise obtaining a balanced expression of 
the different HC chains, as well as development of purification techniques, which 
allow purifying the desired “AB” format with high yield. Molecule stability may also 
be an issue of concern here, but this can and should be addressed prior to final selec-
tion of the lead candidate by doing accelerated stability studies. Manufacturing of 
most multichain formats rely on formation of the desired functional structure within 
the host cell, taking advantage of the cellular folding machinery. However, some com-
panies have also pursued methods where formation of the bispecific is done after 
independent expression of two monoclonals by mixing them during the purification 
process (see below).

4.2.3.4 Critical Manufacturing Steps
Vector Design
The first step of expression includes building a vector construct(s) encoding the gene 
of interest. Dependent on the format and number of chains needed to form the mol-
ecule this may be a more or less complex exercise. Some constructs like, e.g., the 
Ig-DARTs or the DVD formats are quite large, exceeding the size of mAbs. Others are 
engineered to be asymmetric in their form, with special demands for formation of the 
desired format during manufacturing. Considerations have to be taken on whether 
one or more vectors are used for the multichain formats. Whereas one vector encoding 
all chains may be the simplest approach, e.g., limiting necessary selection markers 
to one, it does give constrains to the size of the molecules, which again may influ-
ence transfection efficiency. Further, the one-vector approach does not allow for titra-
tion of optimal ratios between the different chains. For formats where the concept of 
forming the bispecific molecule depends on heterodimer formation within the cell, 
such an optimization of the ratio may be crucial for obtaining sufficient yields of the 
purified molecule.

Purification
The purification process represents several challenges dependent on the format, as 
eluted to above. For non-IgGs, a platform will not be at hand, thus a full purification 
process has to be developed. To do this, it is usually very helpful to collect as much 
knowledge as possible of the molecule structure and its physico-chemical properties 
already during the research phase, so that ideas for the purification process are at 
hand when CMC-development starts. For IgG-like formats, it is often possible to take 
advantage of the protein A-binding properties during the first capture step. But as 
we have seen above, separation techniques to remove undesired chain formats (AA, 
BB) from the desired one (AB) needs to be established. This may be addressed using 
for example reverse phase HPLC or cation exchange chromatography to separate the 
various formats. Notably, dependent on successful selection of a host cell delivering 
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as high amounts as possible of the AB format, the manufacturing yield may be com-
promised.

A few developers are pursuing a strategy where two independently expressed 
mAbs differing in charge are expressed independently, purified and subsequently 
mixed under mildly reducing conditions to allow formation of the heterodimer, an 
example being Genmab’s DuoBody format [52]. The main challenge with this strategy, 
apart from the need shared with the heterodimerization-dependent formats described 
above, is to develop a step during the downstream purification where the molecules 
can be mixed together under appropriate conditions for formation of the heterodimer, 
followed by development of one or more polishing steps to remove any remaining 
undesired homodimers.

Analytics
High-throughput method(s) for selectively detecting titer of the desired format needs 
to be developed prior to start of cell line development. This is true for non-IgG formats, 
but also for the IgG-like heterodimer approaches, as a simple IgG titer determination 
typically used for monoclonal antibodies will not be sufficient here to distinguish 
the desired AB format from AA and AB. The availability of such a specific method 
is critical for selection of the optimal production clone as well as the best upstream 
production and downstream purification process. When the molecule has been pro-
duced and purified, it is of course essential to analyse the product quality attributes 
including product and process related impurities. Substantial analytical challenges 
are associated with the successful development of such new formats since platform 
methods typically cannot be applied. Thus, analytical methods need to be established 
and, dependent on the nature of the multispecific, some or even most of these have to 
be fully developed. Also, it is obviously crucial to perform functional testing both in 
vitro and in vivo, including half-life determination of the molecule. Functional assays 
will often be available from the research phase that led to selection of the lead candi-
date, but they have to be transferred, qualified and established as release or charac-
terization assays as needed.

Outlook
The past decade has seen an impressive number of multispecific formats being devel-
oped and progressed into clinical proof-of-concept studies. From their beginnings as 
mere alternatives for combination therapy, new strategies have emerged that hold 
the promise to open new therapeutic concepts for disease treatment. First examples 
in clinical trials have shown encouraging results and demonstrated that multispecif-
ics can indeed provide improvement over standard therapy. However, there are still 
open questions around these new modular design drugs, particularly with regards to 
maintenance of circulation half-life and the risk of inducing undesired immunogenic-
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ity in humans. Many of the newer formats are only now starting to approach clinical 
studies aiming to prove superiority. The field is progressing fast and it will be interest-
ing to see the contribution of multispecific formats to advance science and disease 
treatment.

4.2.3.5 IgG-fusion Proteins
The IgG-fusion protein is yet another format which has been successfully brought to 
the clinic for therapeutic use [2]. As of 2012, 7 molecules have been approved for the 
market and several molecules are in late stage clinical trials [53]. Thus, compared to 
the above described next generation molecules of which only one has made it into the 
market so far [5], this class of drugs is already well established. Notably, the commer-
cially most successful therapeutic on the market is Enbrel, which with a record sale of 
7,3 billion U. S. dollars in 2010 is the best-selling biologics to date. Enbrel (etanercept) 
is a fusion protein consisting of the external domain of the TNF-α2 receptor fused 
to an IgG1 Fc-region. Its target is TNF-α, an important target in rheumatoid arthri-
tis therapy. mAbs such as Remicade (infliximab) target the same molecule, however, 
Enbrel has since market entry of both Remicade and Enbrel in 1998 outbeated sales of 
the mAb. Another example of a marketed Fc-fusion molecule is Orencia (abatercept) 
which was brought to the market in 2005, also for treatment of rheumatoid arthritis. It 
is comprised of the extracellular domain of the CTLA-4 molecule fused to an IgG1 Fc-
molecule. CTLA-4 binds B7-1 and B7-2 on antigen-presenting cells, thereby inhibiting T 
cell activation through blocking of B7 interaction with CD28 on T cells. Advantages of 
developing these molecules as efficient therapeutics are that a high-affinity naturally 
occurring binding domain – e.g., the TNF-α receptor extracellular domain – can be 
efficiently manufactured by removing its transmembrane and intracellular regions 
and instead adding the binding domain to an IgG constant region. The advantages of 
fusing an Fc-region to a smaller protein domain are first of all an enhanced half-life 
in the body resulting from the Fc-region binding to the neonatal FcRn protein and a 
slower renal clearance associated with the larger size of the molecule. Furthermore, 
binding to Fc-receptors on immune cells may be an advantage for the molecule mech-
anism of action dependent on the specific indication.

CMC Challenges
From the CMC perspective, Fc-fusion molecules are typically well behaved and rela-
tively easy to express, compared to an average protein. As the molecules always are 
glycosylated, at least in the Fc-region, the expression system of choice is mammalian 
cells, typically CHO cells. Folding of the Fc-region occur independent of the fusion 
protein, which may support stabilization and also efficient secretion of the molecules. 
With respect to downstream processing, the Fc-region enables use of simple and well-
established protein A/G chromatography-mediated purification techniques. There are 
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of course large individual differences between molecules, relating to the structure of 
the target binding part of the fusion protein. Typically, posttranslational modifica-
tions such as extensive glycosylation can represent a manufacturing challenge with 
respect to consistency, as can unpaired cysteines present in the molecule potentially 
destablilizing the molecule. Both, the TNF-αR and the CTLA-4 parts of the etaner-
cept and abatacept, comprise a number of glycosylation sites, which calls for careful 
process development of a robust manufacturing process leading to reproducible pro-
duction of molecules with a consistent glycopattern.

4.2.4 Concluding Remarks

Unmet medical needs are continuously driving the scientific community and the biop-
harma industry to develop new and innovative ideas for improved treatment modali-
ties. In the present chapter, we have reviewed some of the currently pursued strategies 
for treatment of complex diseases with alternatives to monoclonal antibodies, such 
as recombinant antibody mixtures, Fc-fusions, or the fast-growing and very diverse 
panel of multispecific formats. Whereas the antibody mixtures and the multispecif-
ics concepts represent new, but very promising approaches, the Fc-fusion molecules 
have already proven their value in the clinic. A number of CMC challenges obviously 
accompany each of the novel formats, and solutions to these are very actively being 
pursued. The use of animal cell culture technology as the most prominent platform 
for manufacturing of the new molecules and the huge efforts invested in optimizing 
cells and manufacturing processes for efficient and high-quality production may very 
well drive this technology to new levels of scientific understanding and performance 
in the years to come.
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5 Basic Aspects of Animal Cell Cultivation

5.1 Physiology and Metabolism of Animal Cells for Production

Venkata Tayi and Michael Butler

5.1.1 Introduction

Animal cells require carbohydrate source like glucose and amino acids for biomass 
synthesis and their metabolic adenosine triphosphate (ATP) and nicotinamide 
adenine dinucleotide phosphate (NADPH) generation. If a recombinant product is 
produced from amplified genes in the cells, the net demand for these energy sources 
would be much higher. The high consumption of energy sources often accompa-
nies with the production of high level of inhibitory metabolites, which alter cellular 
metabolism and productivity/quality of therapeutic proteins.

5.1.2 The State of Cells during Phases of Culture

Animal cells typically proliferate based on the environmental conditions and avail-
ability of nutrients in addition to the availability of physical substrate for anchorage-

Figure 5.1.1: Growth profiles of a Chinese hamster ovary cell line (CHO-
DXB11 derived cell line producing a monoclonal antibody) cultured in batch 
and fed-batch modes. The feed media supplementation for fed-batch 
culture was started from day 3.
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dependent cells. The typical pattern of growth exhibited by animal cells in batch and 
fed-batch cultures is presented in Figure 5.1.1.

5.1.2.1 Lag Phase
After seeding, cells exhibit a lag phase during which they adapt to a new environment 
and do not proliferate. The length of the lag phase depends at least on the seeding 
density, the state of the cells at which seeding occurs, and the change of medium 
components. The cells seeded from an exponentially growing culture typically show a 
shorter or no lag phase compared to the one seeded from the quiescent state. The cells 
seeded at lower density require a longer time for conditioning the medium and hence 
exhibit a longer lag phase. Also, change of environmental conditions like media can 
have great influence on the lag phase. The seeding of cells in the media with different 
components can exhibit a lag phase until the cells adapt to metabolic changes with 
respect to new components. Reduced lag phase can result in quicker proliferation and 
hence production of therapeutic proteins in less time.

5.1.2.2 Exponential Phase
This state is considered to be an active proliferating state in which cells divide expo-
nentially. Almost all the cells enter into cell cycle and at any given time cells are ran-
domly distributed in all phases of cell cycle. All the metabolic pathways are active in 
this phase and the components of cells are synthesized at a constant rate. The intrin-
sic doubling time of a particular cell line can be obtained from this phase. In a typical 
fed-batch culture, the exponential phase is extended to reach maximum cell density 
by feeding the cells with concentrated nutrient medium. The growth-associated prod-
ucts from cells are produced at the highest rate in this phase.

5.1.2.3 Stationary Phase
In this phase, the cell densities remain fairly constant either due to cell maintenance 
without dividing or the growth rate is balanced by the death rate. This phase occurs as 
a result of various conditions like limited nutrients, accumulation of toxic products, 
or hypoxia. For adherent cell lines, this phase may also occur due to a limitation in 
the available growth surface. In some cases, the stationary phase is associated with 
the balance of cell survival mechanism by autophagy and cell death by apoptosis. 
The cell specific productivity of nongrowth associated products like monoclonal anti-
bodies will be higher in this phase as the cells spend their energy in protein produc-
tion rather than division, provided all the essential amino acids and nutrients are 
available for protein synthesis. The stationary phase is often short or negligible when 
cells are cultured in batch mode. In fed-batch and perfusion processes, this stationary 
phase is extended by feeding with essential nutrients or removing the toxic metabo-
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lites in the latter case. This has the desirable effect of maximizing the cumulative 
product concentration.

5.1.2.4 Decline Phase
As the nutrients are depleted and/or the inhibitory metabolites reach a critical concen-
tration, the death rate dominates the growth and cells decline at a faster rate. An accel-
erated death rate is observed in batch as compared to fed-batch culture (Figure 5.1.1). 
The death mechanisms such as apoptosis or necrosis become very active in this phase. 
Necrosis is a death response due to exposure to sudden harsh environmental condi-
tions like hypoxia or prolonged stationary phase. On the other hand, apoptosis is a pro-
grammed cell death in which cells respond to environmental conditions and proceed 
with a cascade of reactions, mediated by caspase enzymes, which lead to cell death.

5.1.3 Energy Sources and Their Metabolism

5.1.3.1 Glucose
Glucose is the preferred carbon source for the cultivation of animal cells, though other 
carbon sources like galactose, fructose, and mannose can be utilized. The hexose 
transporters GLUT1, GLUT3, and GLUT4 have high affinity for glucose (Km ~ 2 to  
5 mmol L–1), lower affinity for galactose, and no affinity for fructose. Fructose enters 
cells via the GLUT5 transporter. GLUT1 is expressed in almost all cells [1] and its tran-
scription is regulated by serine/threonine kinase AKT1 [2]. Glucose passes through 
the glycolytic pathway at a high rate in animal cells [3] when compared to other sugar 
sources [4, 5].

Glucose enters into glycolysis which generates intermediates for biosynthesis and 
free energy (Figure 5.1.2).

One glucose molecule converts to 2 pyruvate molecules with a net yield of 2 ATP 
and 2 nicotinamide adenine dinucleotide (NADH) molecules. The complete oxidation 
of 2 pyruvate molecules to carbon dioxide in mitochondria can result in the generation 
of ~36 ATP molecules. However, the conversion of pyruvate to lactate by anaerobic 
metabolism in animal cells is a waste of available energy and only necessary to regen-
erate NAD+. The glucose consumption rate and the corresponding lactate production 
rate by a Chinese hamster ovary cell line are presented in Figure 5.1.3. As shown in 
the figure, the glucose consumption and lactate production strictly depends on the 
amount of glucose available. At reduced glucose levels, cells shift towards energy effi-
cient metabolism by reducing their lactate production. The metabolism with a low 
lactate yield coefficient (<1) is generally considered energy efficient. The high conver-
sion of pyruvate to lactate occurs predominantly occurs in exponential phase of the 
cell. Studies with radio isotope tracers revealed that around 60 to 80 % of glucose is 
converted to lactate in animal cells during exponential phase [3, 6-8]. The demand for 
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a cytoplasmic pool of NAD+ to maintain glycolytic flux and generate ATP might lead 
to utilization of NADH by converting pyruvate to lactate. The activity of the malate-
aspartate NADH shuttle, responsible for regeneration of NADH and proton import into 
mitochondria, also determines the fate of pyruvate conversion to lactate [9].

Glycolysis is a well regulated process by key enzymes (Figure 5.1.2). Hexokinase 
(HK) has more affinity towards glucose compared to other sugar sources. Phosphof-
ructokinase 1 (PFK-1) is allosterically inhibited by high levels of ATP thus reducing its 
affinity towards fructose-6-phosphate (Frc6P). The allosteric inhibition of PFK-1 by 

Figure 5.1.2: The pathways of the metabolism of major carbon sources 
(glucose, galactose, and fructose) in mammalian cells. Glycolysis is represen-
ted in dark green and pentose phosphate pathway in orange. The red ovals 
with numbers representing key enzymes of these pathways are 1: hexokinase, 
2: phosphofructo kinase, 3: pyruvate kinase-M2 isoform (dimer), 4: pyruvate 
kinase-M2 isoform (tetramer), 5: lactate dehydrogenase, and 6: glucose-
6-phophate dehydrogenase. ((1,3)BPG = 1,3-biphosphoglycerate; 3PG = 
3-phosphoglycerate; 6PGL = 6-phosphogluconolactone; 6PG = 6-phospho-
gluconate; ADP = adenosine diphosphate; ATP = adenosine triphosphate; 
DAP = dihydroxyacetone phosphate; Ery4P = erythrose-4-phosphate; FRC 
= fructose; Frc(1,6)P2 = Fructose-(1,6)-biphosphate; Frc(2,6)P2 = fructose-
(2,6)-biphosphate; Frc6P = fructose-6-phosphate; GAL = galactose; Gal1P = 
galactose-1-phosphate; GLC = glucose; Glc1P = glucose-1-phospahte; Glc6P = 
glucose-6-phosphate; GLN = glutamine; GLUT1 = glucose transporter 1; GLUT5 
= glucose transporter 5; Gyc3P = glyceraldehyde-3-phosphate; LAC = lactate; 
PEP = phophoenolpyruvate; PTP = phosphorylated tyrosine peptide; PYR = 
pyruvate; Rib5P = ribose-5-phosphate; Ru5P = ribulose-5-phosphate; Sed7P = 
sedoheptulose-7-phosphate; Xyl5P = xylulose-5-phosphate.)
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accumulated lactate was found to regulate glycolysis in muscles [10]. Lactate down-
regulates the PFK-1 enzyme thus leading to accumulation of fructose-(2,6)-bispho-
sphate (Frc(2,6)P2), a byproduct which does not metabolize further but is a potent 
activator of PFK1. Evidence suggests that pyruvate kinase (PK), the enzyme which 
catalyzes the irreversible conversion of phosphoenolpyruvate (PEP) to pyruvate, 
plays a major role in regulation of glycolysis. The M2 isoform of PK (PK-M2), which is 
expressed exclusively in proliferating cells, is responsible for aerobic glycolysis and 
conversion to lactate [11]. PK-M2 is less active but allosterically activated by upstream 
fructose-(1,6)-bisphosphate (Frc(1,6)P2) to form a more active tetramer [12]. Recently, 
serine was also found to be a natural ligand for PK-M2 and promotes the formation 
of active tetrameric form by binding at an allosteric pocket [13]. It was speculated 
that under serine limiting conditions, the less active PK-M2 results in the diversion 
of glucose towards biosynthesis of serine. The formation of active tetrameric form is 
inhibited by either binding of a tyrosine-phosphorylated peptide to it [14] or direct 
phosphorylation of a tyrosine residue on the enzyme itself [15]. The active tetrameric 
form of PK-M2 facilitates the transport of pyruvate into mitochondria while the inac-
tive form favors its conversion to lactate. Recently, it was shown that the increase in 
PK-M2 activity in CHO cells at late stages of cell culture correlated with the decrease 
in growth rate, decrease in lactate production, and increase in glucose-derived TCA 
cycle intermediates indicating that this enzyme is also regulated in cells producing 
recombinant proteins [16].

Glc-6-P, an intermediate metabolite of the glycolysis pathway, is the key precur-
sor for pentose phosphate pathway (PPP). The purpose of PPP is to produce NADPH 

Figure 5.1.3: Lactate production in response to glucose availability by a 
Chinese hamster ovary cell line (CHO-DXB11 derived cell line producing a 
monoclonal antibody) cultured in a 3L bioreactor. Bioreactor was operated in 
continuous mode and the glucose concentration in feed medium was changed 
at days 2, 12, 20, 29 and 38 to reach 5 different steady states. The profiles 
show that lactate production is strictly dependent on the amount of glucose 
available and the glucose consumption rate.
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for anabolic processes and ribose-5-phosphate units for the synthesis of nucleotides. 
The flux through ox-PPP was found to be minimal or negligible during early expo-
nential phase accounting for ~1 to 2 % of consumed glucose in CHO cells [17, 18],  
~4 % in murine hybridomas [8] and ~8 % in BHK cells [3]. The additional NADPH 
required for the synthesis of lipids during early exponential phase might be gener-
ated from other reactions mediated by malic enzyme 1 (ME-1) or isocitrate dehydroge-
nase. The flux of glucose through ox-PPP increases significantly in late exponential 
or stationary phase. An estimated 30 to 100 % of glucose taken up passes through 
the ox-PPP pathway before entering glycolysis as Frc6P [7, 16, 18-20]. There would be 
minimal or no biosynthesis of cells during the stationary phase indicating that the 
increase in flux is entirely to generate NADPH required during this phase. In fact, 
it was observed that G6PDH activity was higher than hexokinase activity resulting 
in the cyclic mode of ox-PPP activity by conversion of fructose-6-phosphate to glu-
cose-6-phosphate [18]. It was hypothesized that the function of NADPH generation 
is to combat oxidative stress through regeneration of reduced glutathione from the 
oxidized form. Glutathione is an antioxidant that plays a key role in scavenging of 
reactive oxygen radicals generated from oxidative phosphorylation. Alternatively, 
glutathione also plays a major role in disulfide bond formation of proteins. It was also 
noted that an increase in PPP flux correlated with the increase in productivity during 
stationary phase in antibody-producing CHO cells. NADPH is necessary for lipid syn-
thesis for the secretary process. This indicates that the generation of NADPH through 
PPP is necessary to regenerate reduced glutathione and lipid synthesis for secretion, 
especially in high producer cell lines.

5.1.3.2 Glutamine
Glutamine provides both, anaplerotic and ATP/NADPH demands for proliferating 
cells. Glutamine is consumed at much higher rates than other amino acids. Glu-
tamine alone can provide 35 to 70 % of cellular energy indicating that it can be the 
main energy source for animal cells [21-24]. The process of glutamine conversion to 
products like CO2, alanine, aspartate, and lactate by various catabolic pathways is 
called glutaminolysis (Figure 5.1.4). Glutamine enters into the tricarboxylic acid (TCA) 
cycle by conversion to α-ketoglutarate in 2 steps. First, glutamine is converted to glu-
tamate in cytoplasm by a glutaminase-mediated reaction in which an ammonium 
ion is released from glutamine. Glutamate is then converted to α-ketoglutarate by 
glutamate dehydrogenase in which conversion occurs by releasing another ammo-
nium ion. This results in generation of 2 ammonium molecules from one glutamine 
molecule to form α-ketoglutarate. This glutaminolysis is an energy efficient process, 
which involves complete oxidation of glutamine to CO2 and generates 24 ATP and  
3 NADPH molecules. This pathway is especially preferred when the glucose does not 
provide the necessary energy demands.
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Alternatively, glutamate can be converted to α-ketoglutarate by amino-transaminase 
reactions by transferring its ammonium ion to pyruvate or oxaloacetate. This results 
in conversion of pyruvate to alanine and oxaloacetate to aspartate. Since pyruvate 
and oxaloacetate are part of TCA cycle, this partial oxidation of glutamine can lead to 
generation of only 6 to 9 ATP molecules. However, these pathways result in genera-
tion of only one ammonium ion from glutamine to form α-ketoglutarate. The produc-
tion of alanine and aspartate may be a cellular response to sequester ammonium ions 
generated due to excess glutamine consumption. Studies with labeling experiments 
showed that glutamate participates more actively in pyruvate transaminase reaction 
than aspartate transaminase [16]. On the other hand, aspartate is a precursor for the 

Figure 5.1.4: Metabolic networks of pyruvate and amino acids (especially glutamine) oxidation by 
TCA cycle in mammalian cells. TCA cycle is represented in green color, malate-aspartate shuttle is 
represented in dark blue and lipid synthesis is represented in purple. The red ovals with numbers 
representing key enzymes of these pathways are 1: pyruvate kinase (M2 isoform), 2: pyruvate dehy-
drogenase, 3: pyruvate carboxylase, 4: malate dehydrogenase II, 5: aspartate aminotransaminase, 
6: alanine aminotransaminase, 7: isocitrate dehydrogenase II, 8: glutamate dehydrogenase, 9: 
glutaminase, 10: glutamine synthetase, 11: malic enzyme II, 12: malic enzyme I, 13: malate dehydro-
genase I, 14: phosphoenolpyruvate carboxykinase, 15: citrate lyase, 16: lactate dehydrogenase. (αKG 
= α-ketoglutarate; ALA = alanine; ASP = aspartate; GLU = glutamate; Mal = malate; OAA = oxaloace-
tate; PEP = phosphoenolpyruvate; PYR = pyruvate.)
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synthesis of nucleic acids and asparagine. The production of aspartate by transami-
nase can occur under asparagine/aspartate limiting conditions. Since alanine is 
produced by transfer of amine group from glutamate to glucose-derived pyruvate 
[25], under glucose limiting conditions pyruvate is efficiently utilized and aspartate 
transaminase reaction might be favored over alanine production.

The conversion of glutamine to lactate is characteristic of many proliferating cells 
(Figure 5.1.4). An estimate of up to 30 % of the total lactate produced is generated 
from glutamine, especially during the exponential phase [16, 24]. Some lactate may 
be obtained from malate that is secreted out of the mitochondria from TCA cycle. The 
secretion of malate occurs either to provide NADPH demand for cells during expo-
nential phase or due to the rate limiting process of malate conversion to oxaloacetate 
in TCA cycle [26]. The conversion of malate to pyruvate in the cytoplasm is medi-
ated by malic enzyme I (ME-I) or by phosphoenolpyruvate carboxykinase (PEPCK) 
enzyme. The conversion by ME-I results in the generation of NADPH and this enzyme 
is found to be active in CHO and hybridoma cell lines [16, 27]. An alternative route 
is by conversion of malate to oxaloacetate by cytoplasmic malate dehydrogenase I 
(MDH-I) and then to phosphoenolpyruvate by PEPCK. However, this route does not 
generate NADPH and its activity was found to be negligible in many cell lines [3, 7, 16, 
22]. Depending on the NAD+ demand, the converted pyruvate can be further metab-
olized to lactate. Malate can be converted to pyruvate within the mitochondria by 
malic enzyme II (ME-II). This provides NADPH in mitochondria and might facilitate 
complete oxidation of glutamine. This isoform of malic enzyme is found to be very 
active in cancer cells compared to normal cell lines [28]. The increase in activity of 
this enzyme correlated with an increase in glutaminase activity suggesting that this 
enzyme participates actively in oxidation of glutamine and provides energy to tumor 
cells. This high activity of ME-II enzyme is more beneficial when the activity of malate 
dehydrogenase 2 (MDH-2) enzyme (catalyzes the conversion of malate to oxaloacetate 
in mitochondria) is rate limiting for complete oxidation of glutamine.

5.1.3.3 Other Amino Acids
In addition to glutamine, other amino acids also serve as energy sources for animal 
cells. These are consumed at lesser extent compared to glutamine. The uptake rates 
of other amino acids by a Chinese hamster ovary cell line were found to be at least 
eightfold less than the uptake of glutamine (Figure 5.1.5). The availability of suffi-
cient levels of all the amino acids is essential for uninterrupted protein synthesis in 
production cell lines. The amino acids that cannot be synthesized by all animal cells, 
generally referred as essential amino acids, are histidine, isoleucine, leucine, lysine, 
methionine, phenylalanine, threonine, tryptophan, and valine. In addition to these, 
cysteine, glutamine, and tyrosine are also considered as essential for many animal 
cell types since these can only be synthesized by specialized cells. The schematic view 
of the synthesis of nonessential amino acids from essential ones and the contribution 
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of amino acids to the TCA cycle is presented in Figure 5.1.6. These catabolic pathways 
replenish the TCA cycle intermediates for energy generation especially in the absence 
of glutamine. As shown in Figure 5.1.5, the consumption rates of other amino acids 
were increased significantly when CHO cells were adapted to glutamine free medium.

5.1.3.4 Lipids
Lipids serve as energy storage molecules, structural components of cellular mem-
brane, and for secretion machinery for animal cells. The lipids in the context of cell 
culture represent fatty acids, sterols, phospholipids, triacylglycerols, and sphingolip-
ids. The increased importance of serum-free medium led to the investigation of lipid 
supplements for certain cell lines. Certain fatty acids can substitute the role of lipids 
in serum and enhance the growth of cells in serum-free media [29, 30]. Supplementa-
tion of serum-free medium with cis-unsaturated fatty acids oleic/linoleic acid pro-
vided 58 % enhancement of cell yield for hybridomas [31]. However, the enhance-
ment of either growth or productivity by lipids is dependent on type of hybridoma cell 
line [32]. The action of phospholipids and fatty acids on enhancement of growth was 
found to be membrane associated, while antibody enhancement is independent of 

Figure 5.1.5: Shift of amino acid metabolism by a Chinese hamster ovary cell 
line (CHO-DXB11 derived cell line producing a monoclonal antibody) when 
adapted to glutamine free medium in a continuously cultured 3 L bioreactor. 
The values represent consumption/production rates at steady state growth 
either in glutamine-containing medium or when switched to glutamine-free 
medium. Negative values represent consumption rates. (ALA = alanine, ARG 
= arginine, ASN = asparagine, ASP = aspartate, CYS = cysteine, GLN = gluta-
mine, GLU = glutamate, GLY = glycine, HIS = histidine, ILE = isoleucine, LEU = 
leucine, LYS = lysine; MET = methionine, PHE = phenylalanine, PRO = proline, 
SER = serine, THR = threonine, TYR = tyrosine, VAL = valine).
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changes in membrane dynamics [32]. Lipid supplements also improved growth and 
productivity of recombinant proteins in CHO and NS0 cell lines [33, 34].

Fatty acids can be metabolized in the TCA cycle following conversion to acetyl-CoA. 
The oxidation of fatty acids to CO2 was found to be minimal or negligible indicating 
that lipids do not serve as a major energy source for the cells [23, 35]. Normal mam-
malian cells express elongation and desaturation enzymes to synthesize certain fatty 
acids [36]. Lipid synthesis occurs through from citrate released out of mitochondria 
from TCA cycle (Figure 5.1.3). Recently, the contribution of glucose and glutamine 
towards lipid synthesis was investigated by using radiolabelled substrates [7, 25]. 
By detecting the biosynthesis of palmitate, the most abundant fatty acid in lipids, it 
was observed that glucose serves as major contributor for fatty acid synthesis up to  
80 % [16, 25], while glutamine contributes up to 30 % [7, 25]. The fatty acid synthe-
sis was found to remain high even in the stationary phase, where the growth rate is 
minimal or zero [7, 16]. This is consistent with the notion of increased NADPH produc-

Figure 5.1.6: Schematic view of the pathways of nonessential amino acids synthesis from essential 
ones and the contribution of amino acids for the generation of TCA cycle intermediates. Nonessen-
tial amino acids (represented in blue) can be synthesized from essential amino acids (represented 
in green) by animal cells. Certain amino acids (represented in orange) are generally considered 
essential for most animal cells but can be synthesized from other amino acids (shown in dashed 
arrows) by some animal cells.
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tion and citrate lyase (CL) activity during the stationary phase [18]. The fatty acid syn-
thesis may be associated with the requirement of the synthesis of secretion vesicles 
especially in high production cell lines.

5.1.4 Metabolic Byproducts and Strategies to Reduce Their Production

5.1.4.1 Lactate
Lactate is one of the major byproduct that accumulates in cell culture due to high 
consumption of glucose. High lactate concentration of above 20 mmol L–1 inhibits cell 
growth and productivity [37-41]. Accumulation of lactate can cause significant reduc-
tion in the pH of the culture medium, which inhibits cell growth. However, the control 
of pH in bioreactors is often associated with the addition of large amounts of alkali 
to the culture [42]. The combination of lactate accumulation and addition of a high 
amount of alkali results in increased osmolality of culture media, which can have 
detrimental effect on cell growth and productivity [38, 43].

Lactate production is influenced by various factors such as the metabolism of 
sugars, NAD+/NADH levels, activities of various enzymes, and even components in 
cell culture medium. Different strategies have been employed to improve the energy 
metabolism of cells by reducing lactate production. Replacing glucose with alterna-
tive sugars like galactose and fructose allowed the cells to survive in culture [4, 5, 
21]. Galactose was found to be consumed at lower rates compared to other sugars 
because of its low affinity to hexokinase. In particular, lactate yield in the presence of 
galactose is much lower compared to other sugar sources. The consumption of lactate 
by CHO cells in the presence of galactose was also observed [44, 45]. This is associ-
ated with a slow metabolic flux of galactose to pyruvate by an alternative pathway 
compared to glucose. Also, galactose metabolism yields only 1 ATP molecule com-
pared to 2 by glucose in glycolysis. Other genetic engineering strategies to alter car-
bohydrate catabolism include manipulation of sugar transporters. The knockdown 
of glucose transporter GLUT1 in hybridoma cells resulted in significant reduction in 
glucose uptake and lactate yield [46]. In another work, GLUT5 transporter was stably 
expressed in CHO cells and fructose was utilized as a sugar source [47]. This resulted 
in a significant reduction in lactate generation and improved final cell densities.

Downregulation of the lactate dehydrogenase (LDH) enzyme can result in sig-
nificant reduction in lactate production and improved cell yield and productivity 
[48-50]. The enhancement of pyruvate diversion into the TCA cycle is a promising 
approach to improve energy metabolism. Pyruvate dehydrogenase (PDH) catalyzes 
its conversion to acetyl-CoA to enter into TCA cycle. PDH enzyme is inhibited when 
it is phosphorylated by pyruvate dehydrogenase kinases (PDHKs). Downregulation 
of PDHKs improves the energy metabolism of cells and reduces lactate production 
[50]. Alternatively, pyruvate can enter into TCA cycle by converting to oxaloacetate by 
pyruvate carboxylase (PYC) enzyme. The PYC enzyme is naturally present in animal 
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cells but studies show that the activity of this enzyme is lower compared to the PDH 
enzyme [7, 19, 27]. Overexpression of PYC in BHK-21 cells [51, 52], CHO cells [53, 54], 
and HEK-293 cells [55, 56] has shown profound improvement in energy metabolism 
by reducing lactate production and enhancement in productivity. The consumption 
of lactate at later phases of cell culture, especially in prolonged fed-batch cultures, is 
observed in CHO and NS0 cell lines [57, 58]. One of the factors linked to this behav-
ior is regeneration of NADH to NAD+ by the malate-aspartate shuttle. A correlation 
between reduced expression of Aralar1/Trimm8a1 genes and lactate accumulation 
was observed [9]. Enhancement of malate-aspartate shuttle by overexpressing Aralar1 
and Trimm8a1 genes was shown to diminish the lactate accumulation in CHO cells 
[59]. The lactate consumption maintains a NAD+/NADH equilibrium due to generation 
of NAD+ from oxaloacetate conversion to malate in the malate-aspartate shuttle. The 
mitochondrial oxidative capacity of the cells also plays a key role on lactate produc-
tion [60, 61]. A correlation between reduced oxidative capacity of mitochondria and 
high lactate production was observed in CHO cells [61]. Clones of CHO cells sorted for 
a low mitochondrial membrane potential showed improved energy metabolism and 
lower lactate production rates [60]. The presence of copper in the medium also plays 
a significant role in the transcriptional regulation of lactate production in CHO cells  
[62, 63]. An optimum concentration of 5 µmol L–1 Cu2+ in the medium resulted in sig-
nificant reduction of lactate production by down-regulating lactate dehydrogenase 
enzyme and improved cell density and product titer [63].

5.1.4.2 Ammonia
Ammonia has a stronger effect than lactate as it inhibits cell growth and viability at 
concentrations as low as 3 mmol L–1 [38-40]. The effect of ammonia was enhanced 
in the presence of lactate >12 mmol L–1 indicating the synergetic effect of ammonia 
and lactate in the culture [39]. The ammonia generation occurs through amino acid 
metabolism, especially from the first 2 steps of glutaminolysis. Alternatively, thermal 
degradation of glutamine to pyrrolidone carboxylic acid also contributes to genera-
tion of ammonia in cell culture, since half-life of glutamine at 37 oCelsius and pH 7.2 
is ~7 days. The overall mechanism underlying the inhibition of growth by ammonia 
is not completely known. However, the effect of ammonia and pH is closely related 
[64, 65]. The pH dependency of ammonium toxicity may reduce or reverse the con-
version of glutamate to α-ketoglutarate thus reducing TCA cycle intermediates and 
ATP generation [66]. Another group argued that increasing ammonia levels reduces 
intracellular pH and inactivates key enzyme PFK-1 in glycolysis [64]. It has also been 
suggested that ammonium ions compete with the transport of potassium ions into 
the cytoplasm via transporter proteins like Na+/K+-ATPase and Na+/K+ 2Cl– cotrans-
porter [67]. This results in increased demand of maintenance energy to maintain the 
ion gradient over cytoplasmic membrane and reduces the growth of cells. It has been 
demonstrated that elevated ammonia levels increases intracellular concentration of 
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UDP-GlcNAc and UDP-GalNAc [68]. Thus, the growth inhibition could be associated 
with either decreased intracellular UTP levels or the effect of increased UDP-GlcNAc 
or UDP-GalNAc levels. This effect can be observed only when glucose is used as the 
carbon source since Frc6P is needed as an NH3 acceptor to form UDP-GlcNAc and 
UDP-GalNAc.

Glutamine is consumed at a high rate in cell culture and its conversion to gluta-
mate results in high ammonia generation. Animal cells can synthesize glutamine from 
glutamate through glutamine synthetase (GS) enzyme, though its expression varies 
among different cell types. Cells may be subject to posttranscriptional control by GS 
upregulation in response to the absence of glutamine. This strategy was used to adapt 
different cell lines to glutamine-free medium [4, 69-71]. These studies show that cul-
turing of cells in glutamine-free medium resulted in up to 70 % reduction of ammonia 
accumulation and significant enhancement in viability of cells. As observed from the 
author’s studies, when CHO cells were adapted to glutamine-free medium in con-
tinuous culture mode, ammonia generation was reduced drastically and glutamate, 
glycine and alanine fluxes were changed from secretion to consumption (Figure 5.1.5). 
The uptake rates of some of the other amino acids were increased to substitute for 
missing energy source from glutamine. The adaptation of different cells to glutamate 
might depend upon their glutamate uptake capability rather glutamine synthesis [72]. 
Alternatively, cells can be adapted to grow in thermally stable medium containing 
glutamine-based dipeptides. The glutamine consumption from dipeptides depends 
on the activity of extra- and intracellular peptidases. This provides slower consump-
tion and metabolism of glutamine. Culturing cells in alanine-glutamine or glycine-
glutamine dipeptides resulted in >60 % reduction in ammonia production without 
compromising growth and viability [70, 73]. The activity of glutamine synthetase in 
hybridomas and myeloma cell lines was found to be negligible and the glutamine-free 
medium does not support growth of these cell lines [74]. Transfection and expres-
sion of GS in these cell lines allowed cells to grow in glutamate-based medium with 
reduced ammonium formation [46, 74, 75]. Substitution of pyruvate for glutamine [76] 
or enhancement of pyruvate flux into TCA cycle by overexpression of PYC enzyme 
[56] also reduced ammonia production demonstrating the link between glycolysis and 
TCA cycle.

5.1.5 Factors affecting Cell Metabolism

5.1.5.1 Oxygen
The low solubility of oxygen in water (~7 mg L–1) requires a constant feed of the gas 
into a culture to ensure that it does not become limiting for cell growth. The dis-
solved oxygen concentration is normally measured as the percentage with refer-
ence to air saturation and is routinely controlled at a set-point of 40 to 60 % in a 
bioreactor process. Cell growth and metabolism is normally unaffected within this 
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range. However, there can be a direct effect on metabolism at high (hyperoxia) or 
low (hypoxia) oxygen levels. At low dissolved oxygen (<1 % DO) the activity of the 
electron transport chain is reduced resulting in accumulated NADH and enhanced 
anaerobic metabolism [77]. Hypoxia-inducing factor 1 (HIF-1), one of the transcrip-
tional regulators of glycolysis and glutaminolysis, becomes active under hypoxic 
conditions. HIF-1 enhances the expression of PDHK, which inactivates PDH enzyme, 
and promotes a metabolic switch to anaerobic glycolysis in tumor cells [15, 78]. HIF-1 
was also found to upregulate the apoptotic factors BCL2/adenovirus E1B 19 kd-inter-
acting protein (BINIP3) and NIX and induce cell death in tumor cells [79]. However, 
limited studies have been performed to investigate the role of HIF-1 in CHO cells [80, 
81]. A high oxygen level may produce reactive oxygen species that can induce cell 
death [82]. However, a high oxygen level (~100 % DO) may also be associated with the 
induction of increased activity of antioxidant enzymes in the cell such as glutathione 
peroxidase, glutathione S-transferase, and superoxide dismutase, presumably as a 
defense against reactive oxygen species [83]. Furthermore, it was found in a murine 
hybridoma at a high oxygen level that there was an increased utilization of glucose, 
but surprisingly only anaerobically to lactate, suggesting that the TCA cycle may be 
sensitive to oxygen toxicity [84].

The oxygen uptake rate (OUR) is a useful measure of the extent of oxidative 
metabolism and can be determined on-line through use of an oxygen probe and used 
for the control of nutrient feeding [85]. Analysis of OUR with the carbon dioxide evo-
lution rate (CER) can lead to a measurement of the respiratory quotient (RQ) which is 
characteristic of the metabolic profile of the cell.

RQ = CER/OUR

Data for this type of determination can be acquired by on-line gas analysis [27]. Com-
plete oxidation of glutamine or glucose would result in an RQ of 0.83 or 1.0 respec-
tively [86]. Assuming that energy requirements are provided by glutamine at 55 % 
and glucose by 45 % [22], this leads to a theoretical RQ of 0.9 for complete oxidation. 
Higher RQ values would be characteristic of incomplete oxidation [87].

5.1.5.2 Carbon dioxide
Carbon dioxide (CO2) is the end product of the complete oxidation of energy substrates 
such as glucose and glutamine. The physiological range of pCO2 for cell culture is 31 
to 54 mm Hg. In cell culture CO2 may accumulate unless it is allowed to dissipate 
through the liquid surface or through gas sparging. This process of CO2 stripping is of 
particular concern in large-scale bioreactors in which there may be a low surface to 
volume ratio [88]. Significant accumulation of CO2 up to a pCO2 level of ~220 mm Hg 
can occur, especially in large-scale, high-density cell culture processes [89-91]. High 
levels of pCO2 measured >105 mm Hg in media have been shown to inhibit the cell 
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growth rate up to 60 % and to cause low productivity [89, 90]. This was confirmed 
in another study in which a dose-dependent inhibition of growth was shown at CO2 
levels within the range of 36 to 250 mm Hg [92]. Under glucose limiting conditions, 
the increased pCO2 level to ~140 mm Hg enhanced growth rate of CHO cells by 1.7-
fold, but this beneficial effect was lost and the growth rate was reduced significantly 
as the pCO2 was increased further to 220 mm Hg [90]. Recent evidence suggests that 
elevated pCO2 impairs cell growth of human cells by causing mitochondrial dysfunc-
tion [93]. This may be due to upregulation of miRNA-183 that decreases isocitrate 
dehydrogenase 2 (IDH-2) enzyme levels responsible for conversion of isocitrate to 
α-ketoglutarate in TCA cycle.

The effect of pCO2 is associated with the pH and the osmolality of culture. The 
presence of bicarbonate buffer balances the pH in the culture medium by equilibrat-
ing with CO2 either from respiration or externally controlled.

CO2 + H2O ↔ HCO–
3 + H+

Because of high CO2 production from respiration and lactate accumulation at high cell 
densities, bicarbonate buffering may fail and result in pH reduction. But in controlled 
bioreactors, the pH is maintained by addition of base which results in increased 
osmolality. The decrease in pH (uncontrolled culture) or increase in osmolality (con-
trolled culture) can have a detrimental effect on the cell growth and viability. Studies 
show that the growth rate of hybridoma cells was reduced significantly up to 50 % when  
osmolality was increased from the physiological range of ~320 to 435 mOsm kg–1 
[94, 95]. A similar effect of reduction in growth rate and increase in death rate was 
observed in CHO cells when cultured at hyper osmolality conditions [96, 97]. The 
acceleration of the death rate by hyper osmolality was due to an enhanced apoptotic 
response [97]. The combined effect of pCO2 and osmolality on growth rate reduction 
of CHO cells was also found to be significant compared to the individual effects [98].

5.1.5.3 Temperature
Culturing cells below physiological temperature of 37 oCelsius is becoming an attrac-
tive option to extend culture longevity. The temperature reduction is associated with 
advantages like reduced growth rate with increased protein production, extension 
of stationary phase, delay of apoptosis, reduced production of inhibitory byproducts 
and resistance to shear. CHO cells cultured at 34 oCelsius maintained high viability 
for 7 days by cell-cycle arrest at G0/G1 phase and enhanced protein production by 
35 % [99]. This advantage has been widely used to extend the viable culture time 
and enhance the protein production [100-105]. A study concluded that increased 
phosphorylation of protein kinases in CHO cells cultured at 30 oCelsius altered cell 
cycle regulation [106]. This resulted in decreased growth rate and increased produc-
tivity of alkaline phosphatase. CHO cells producing erythropoietin also showed a 
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decrease in growth rate and an increase in cell specific productivity when cultured 
at reduced temperatures [107]. Enhancement in the activity of glutathione peroxi-
dase antioxidant enzyme and Bcl-2 expression were observed in CHO cells cultured at  
30 oCelsius, indicating a defensive response against reactive oxygen species and a 
delay in apoptosis at low temperature [108].

5.1.6 Factors that Affect Protein Productivity and Quality in Culture

5.1.6.1 Productivity
The cell-specific uptake of a nutrient in culture is dependent upon the media con-
centration. So, that in a batch culture of cells provided with 25 mmol L–1 of glucose, 
the rate of substrate utilization will be high and lead to excessive accumulation 
of lactate though glycolysis. This phenomenon is of greater concern for the other 
major substrate of energy metabolism, glutamine. Typical concentrations of up to  
6 mmol L–1 in batch cultures will lead to accumulated ammonia that reduces and even-
tually inhibits cell growth. Fed-batch has become the favored mode of cell culture 
strategy in industry because of the realization that low concentrations of either of 
these substrates in the media will lead to lower rates of uptake and consequently a 
more efficient metabolism [109, 110]. A slow feed of either substrate will ensure a low 
metabolic yield coefficient (YP/S) defined as

YP/S = ∆P/∆S

where ∆P is the change of product concentration and ∆S the change of substrate con-
centration.

Furthermore, the lower rate of accumulated byproducts ensures that high cell via-
bilities will be maintained for extended periods of time. Of particular value is the fact 
that this enhances the overall integrated viable cell density (IVCD) which is directly 
proportional to the total production of a secreted protein. In fact, the productivity of 
recombinant protein in a cell culture system can be measured by the product of the 
cell-specific productivity and the IVCD.

   t

P = Qp⋅∫ Nυ⋅dt
 0

where P is the product formed, Qp is the cell specific productivity, and Nυ is the con-
centration of viable cells over the time period, t.

The lower rate of accumulated metabolic byproducts (lactate and ammonia) 
will ensure a high overall IVCD with recombinant protein production continuing for 
an extended period of time. Figure 5.1.1 shows how a typical profile of a fed-batch 
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process can extend the high viability of cells up to 14 days during which time the 
cells could secrete a recombinant protein. The current fed-batch strategies in mam-
malian cell bioprocesses allow the production of recombinant proteins up to 5 g L–1. 
Cell growth kinetics show a Monod constant (Km) of 0.2 mmol L–1 for glutamine and  
0.5 mmol L–1 for glucose. The design of fed-batch media with 2 × of these concentra-
tions ensures low rates of lactate and ammonia production with growth rates around 
70 to 90 % of the maximum [111].

5.1.6.2 Glycosylation
The variability of the components in the media over the time course of a bioprocess 
may affect the glycosylation profile of a synthesized recombinant protein. The initial 
step of N-glycosylation occurs in the endoplasmic reticulum (ER) through the addi-
tion of a 14-oligomer oligosaccharide from a dolichol lipid structure. This structure is 
then trimmed and modified with a series of enzymes found in the ER and Golgi. The 
integrity of this process is dependent upon the intracellular availability of carbohy-
drate and nucleotide precursors [112]. It has been shown that as the substrates are 
utilized in a batch culture so the extent of glycan site occupancy (macroheterogene-
ity) may vary [113]. This may be due to the availability of substrates or to the energy 
status of the cell [114].

A critical question that arises in fed-batch cultures is whether the low concen-
tration of substrates affects the glycosylation of the secreted protein. A potential 
problem of fed-batch strategies based upon low substrate levels is that fluctuations 
of concentration may occur below a predefined set point between feeding times. This 
may cause limitations to the intracellular glycosylation process that is dependent 
upon a supply of sugar and nucleotide-sugar precursors. Limiting substrate avail-
ability of glutamine (<0.1 mmol L–1) and glucose (<0.7 mmol L–1) has been shown to 
result in decreased sialylation and enhanced formation of high mannose structures in 
the production of γ-interferon [115]. Exposure of cells to media with depleted glucose 
may reduce site occupancy (macroheterogeneity) by decreasing the synthesis of the 
consensus 14-oligomer lipid-linked oligosaccharide in the ER [116]. Microheteroge-
neity including variable galactosylation of synthesized monoclonal antibodies has 
also been shown at reduced glucose concentrations in the medium [116]. Culture sup-
plementation with specific precursors such as N-acetyl mannosamine may enhance 
sialylation by boosting the intracellular nucleotide sugar pools [117]. A similar strat-
egy for enhanced galactosylation involves the addition of a mixed cocktail of supple-
ments (uridine, manganese chloride, and galactose) [118], which can be strategically 
manipulated to obtain a predetermined level of galactosylation [119].

Metabolic byproducts especially ammonia have a profound effect on glycosyla-
tion of proteins. Elevated ammonium levels up to 15 mmol L–1 increased branching of 
N-glycans on interleukin-2 [120] or reduced galactosylation and sialylation of tumor 
necrosis factor (TNF)α-IgG fusion protein by 40 % [121]. Reduction in sialylation of 
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erythropoietin was also observed in the presence of 10 mmol L–1 ammonium chlo-
ride [122]. The decrease in galactosylation might be due to decreased levels of uridine 
diphosphate-activated galactose (UDP-Gal) because of limited uridine triphosphate 
(UTP), since UTP has been utilized for increased synthesis of UDP-GlcNAc/UDP-Gal-
NAc in the presence of NH3 [120]. Also, it has been reported that increased intracel-
lular UDP-activated N-acetylglucosamine (UDP-GlcNAc) levels impair the transport 
of cytidine monophosphate-activated N-acetylneuraminic acid (CMP-Neu5Ac) to the 
Golgi [123] and this can impair sialylation of proteins. However, an ammonia-medi-
ated pH effect on glycosylation has not been excluded [124]. The decrease in galacto-
sylation and sialylation of proteins was also observed at reduced culture pH [125, 126]. 
The elevated pH of Golgi (because of elevated ammonia or reduced culture pH) lowers 
the activities of glycosyltransferases [121] or causes mislocalization of glycosyltrans-
ferases along Golgi [127].

The DO of a culture may affect the intracellular redox potential that may in turn 
affect enzymatic reactions such as the glycosylation process. A study of the effect of 
DO on the galactosylation of the glycan found on a monoclonal antibody indicated a 
decreased index of galactosylation with reduced DO particularly over the lower range 
down to 10 % DO. The importance of this finding is that it is essential to control the 
DO value during cell culture if a consistent glycosylation profile is required for a cell 
secreted glycoprotein [128]. Accumulating CO2 in the culture could also affect the  
glycosylation of a secreted protein through a changed pattern of sialylation [129].  
An elevated pCO2 level of 195 mm Hg in combination with high osmotic stress  
(435 mOsm kg–1) reduced the galactosylation by 25 % in an IgG2-type mAb [130]. 
Reduced branching and sialic acid content of EPO was observed when the CHO 
cells were cultured at 32 oCelsius compared to 37 oCelsius [131]. This might correlate  
with findings that at lower temperatures the intracellular pool of UDP-GlcNAc and 
UDP-GalNAc decreases [132].
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5.2.1 Introduction

Since the first market introduction of recombinant therapeutic proteins in 1987 [1] the 
yield of proteins produced by mammalian cell lines has dramatically increased [2]. 
Mostly this was due to improvements in bioprocess equipment, bioreactor design, 
new media formulations, and feed strategies, while the cell specific productivity has 
not changed to a similar extent over the past 25 years [3]. While initially the focus 
was mostly on these technical and process related parameters, during the last years 
the cell, its molecular functioning and regulation, has gained new attention, as it 
became clear that despite enhanced process control, cultures are still unpredictable 
and subject to variation, the basis of which is still not well understood [4, 5]. The 
development of new tools and methods that allow an in-depth understanding of the 
molecular components of the cells, their function, interaction, and regulation, now 
enables a new approach to enhancing process yields by a better understanding and 
control of the cell as the active agent in protein production. The so-called -omics 
techniques follow the genetic information present in a cell (genomics and epigenetic 
markers) to the activity of genes in terms of being actively transcribed (transcriptome), 
the regulation of transcript translation (microRNome) to the actual concentration of 
proteins (proteome). Finally, as the outcome of the activity of proteins and enzymes, 
the metabolome, complemented by metabolic flux analysis and metabolic models, is 
being investigated. Taken together, these different layers of information and regula-
tion and their interaction are studied in a systems biotechnology approach, which 
differs from systems biology by its focus on the use of these techniques for the optimi-
zation of cell lines and processes. In the present chapter the authors will describe the 
methods and tools available for genome, transcriptome and proteome research and 
present their application for research on CHO cells as the most frequently used host 
for industrial production of therapeutic proteins.

5.2.2 Genomics and Sequencing

5.2.2.1 Introduction to CHO Cell Line Genomics and Sequencing
Knowledge of the precise DNA sequence of an organism is of fundamental importance 
for many areas of basic biological research and in several fields of applied sciences. 
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Numerous sequencing projects yield the determination of the DNA sequence, in order 
to reconstruct the complete genome sequence and the gene repertoire of an organ-
ism of interest. Several methods have been developed for DNA sequencing that can 
in principle all be described as biochemical processes to determine the exact order 
of the 4 nucleobases A, C, G, and T within a DNA molecule. DNA sequencing may be 
used to determine the nucleobase sequence of individual genes, larger chromosomal 
regions, entire chromosomes, or complete genomes. In this way, the term “genome” 
defines the entirety of the genetic information of an organism that is encoded in the 
DNA [6]. DNA sequencing can be specifically applied to describe the complete infor-
mation content of nuclear DNA, but it can also be used for the genetic information 
stored within cell organelles that contain their own DNA molecule, such as the mito-
chondrial genome. Cells of complex and sexually reproducing organisms contain  
2 copies of each chromosome. When it is announced that the genome of such a species 
has been sequenced, this typically refers to the determination of the DNA sequences 
of one set of autosomes and one of each type of the sex chromosomes.

The diploid genome of the Chinese hamster, Cricetulus griseus, consists of the 
genetic information of 22 chromosomes: 10 pairs of autosomes and 1 pair of sex chro-
mosomes, the X and Y chromosomes [7]. A basic experimental strategy to sequence 
such a complex eukaryotic genome is referred to as shotgun method [8]. During 
shotgun sequencing, the genomic DNA is fragmented randomly into numerous small 
segments, which are sequenced separately to obtain “reads”. Due to the random 
character of this approach, overlapping reads are obtained for the sequenced DNA 
molecule(s), when the number of individual sequencing reactions is large enough. 
The set of reads of a sequencing project can then be assembled by computer programs 
into a continuous nucleotide sequence. 

The shotgun method is the basic principle of different sequencing techniques [9]. 
One of the first and most common methods is Sanger sequencing. It was developed 
by Sanger and colleagues already in 1977 (Nobel Prize in 1980) and is based on the 
enzymatic incorporation of labelled chain-terminating dideoxynucleotides by a DNA 
polymerase during in vitro replication of a template DNA molecule [10]. For Sanger 
sequencing, genomic DNA is usually fragmented into random pieces, cloned into a 
suitable vector plasmid and thereby amplified in a bacterial host, mostly genetically 
optimized Escherichia coli strains. Plasmid DNA from individual bacterial clones is 
then purified and the cloned insert is sequenced using vector-encoded priming sites 
(Figure 5.2.1a). Sanger sequencing has been the most widely used DNA sequencing 
method for more than 25 years and is still in use for small-scale genome projects. It is 
able to generate sequence reads of about 800 nucleotides in length [11]. A disadvan-
tage of this technique, however, is that it is time consuming due to the cloning steps 
required and cost intensive.



 

328   5 Basic Aspects of Animal Cell Cultivation



 

 5.2 Functional -Omics for Cell Lines and Processes   329

5.2.2.2 Next-generation Sequencing Technologies Used in CHO Cell Line Research
Sanger sequencing has recently been replaced for most applications by high-through-
put and ultrafast sequencing methods called next-generation sequencing (NGS) tech-
nologies. These technologies have greatly accelerated biological and biotechnologi-
cal research and discovery [9]. Their high speed is instrumental in decoding the large 
genomes of numerous eukaryotic organisms, including the genomes of primates [12] 
and the genomes of CHO cell lines [13, 14]. NGS approaches from 454 Life Sciences 
and Illumina, for example, are faster than traditional Sanger sequencing, because 
they eliminate time-consuming cloning steps and separation of DNA molecules [11]. 
They produce shorter reads than Sanger sequencing, but in a highly parallel manner, 
resulting in hundreds of thousands or millions of reads in a relatively short time [15]. 
Due to the extensive data volume generated by NGS technologies, modern sequencing 
leads to a high coverage of the sequenced DNA, which is the average number of reads 
representing a given nucleobase in the resulting continuous nucleotide sequence. 
A high coverage of the sequenced DNA fragment is generally desired in shotgun 
sequencing projects, because it can overcome errors in the detection of individual 
nucleobases and therefore affects the specificity of the base calling process [16].

The 454 Genome Sequencer was developed by 454 Life Sciences and was the first 
NGS platform available as a commercial product [9]. This NGS technology specifically 
amplifies adaptor-flanked DNA fragments inside water droplets in an oil solution 
(emulsion PCR). Each droplet contains a single DNA template that is attached to a 
single primer-coated bead and thus forms a clonal DNA fragment for sequencing after 
amplification (Figure 5.2.1b). The 454 Genome Sequencer is equipped with a Pico-
TiterPlate system containing tiny wells that can harbour a single amplicon-bearing 
bead and sequencing enzymes. The process of 454 Pyrosequencing further uses the 

Figure 5.2.1: Workflow of common DNA sequencing techniques. a) Sanger sequencing. Genomic 
DNA is fragmented, ligated into a vector plasmid and transferred to bacterial cells. Single bacterial 
colonies are selected for vector plasmid DNA isolation. Sequencing reactions generate a ladder 
of dideoxynucleotides-terminated and fluorophore-labeled products. During electrophoresis the 
fluorophore-labeled products pass a detector. The detector identifies the dideoxynucleotide incor-
porated in each band by the four-channel emission spectrum, which is used to generate a sequen-
cing trace. b) 454 sequencing. Isolated DNA is fragmented and adaptors are ligated to both ends. 
Adaptor-ligated fragments are immobilized to beads. Bead-bound fragments are emulsified for frag-
ment amplification together with PCR reagents. Sequencing of the libraries takes place in PicoTiter-
Plates. The 4 nucleobases are floated over the plate separately, 1 nucleobase per flow. Incorporation 
of a nucleotide is detected by light emission. The intensity of light emission is used to define the 
number of bases incorporated in each flow. Nucleobases are washed away after each flow, followed 
by the next base. c) Illumina sequencing. The DNA of interest is fragmented and ligated to adaptors. 
Adaptor-ligated fragments are attached to the surface of a flow cell. DNA fragments are amplified by 
bridge-amplification leading to the formation of clusters of identical DNA molecules. Four types of 
flourophore-labeled nucleotides are used in each sequencing cycle. Incorporated nucleotides are 
detected by laser. Nonincorporated nucleotides are removed by washing after each cycle. Deblo-
cking allows the incorporation of a new nucleotide in the sequencing cycle.
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enzyme luciferase to generate light for the detection of the individual nucleotides 
added to the nascent DNA strand.

Another common NGS platform is based on Illumina’s sequencing technology. 
It uses reversible dye-terminators and cluster technology, which involves the clonal 
amplification of DNA on a solid surface, the flow cell [9]. In this method, adaptor-
ligated DNA fragments and primers are attached to the flow cell and then ampli-
fied by DNA polymerase to form local clonal colonies, the so-called clusters (Figure 
5.2.1c). To determine the nucleotide sequence of the clonal DNA fragments, 4 types of 
labelled terminator bases are added and nonincorporated nucleotides are removed by 
washing. The fluorescently labelled nucleotides are detected by optical imaging and 
the reversible dye-terminators are then removed from the DNA, thereby facilitating 
the next sequencing cycle.

5.2.2.3 Sequence Data Assembly and Annotation
The common output of the DNA sequencing process is a set of reads, which differ 
in length depending on the technology and parameters used for sequencing [17]. To 
reconstruct the order of nucleobases of the original genomic sequence, these small 
pieces of DNA are generally aligned and merged to longer DNA fragments in a bioinfor-
matic approach called “genome sequence assembly”. Assembly of genomic sequence 
data results in a set of continuous consensus sequences, the so-called “contigs”, 
which are each built by overlapping reads representing the respective genomic region 
(Figure 5.2.2a). Besides the generation of regular shotgun sequencing reads, Roche’s 
NGS approaches are complemented by the paired end sequencing technology [18]. 
Here, both ends of a longer DNA fragment of several kilobases are sequenced and aid 
to determine the orientation and the relative positions of contigs produced during 
assembly of shotgun reads. A similar approach is also supported by Illumina’s NGS 
technology, called mate pair sequencing. In both cases, the mean size of the long DNA 

Figure 5.2.2: Workflow of sequence data assembly. a) Genome sequence assembly. A combination of 
shotgun sequencing and sequencing of long distance terminal ends is usually applied for sequen-
cing of large genomes. During genome assembly, overlaps between the single reads are detected by 
bioinformatic tools to deduce continuous consensus sequences, called contigs. Paired end or mate 
pair reads matching to different contigs help to order contigs into scaffolds. Length of sequence 
gaps within scaffolds are known due to the fragment size used for library construction. Single 
scaffolds are divided by physical gaps. There is no further possibility to order scaffolds without addi-
tional experimental attempts. b) Transcriptome assembly. The starting material for transcriptome 
sequencing is mRNA that is transcribed in vitro into cDNA and used for sequencing library construc-
tion. Due to the existence of more than one splice variant of a gene, the resulting reads may include 
sequence information of more than one exon. This information is used to construct a contig graph. 
Each possible path through a contig graph is defined as an isotig representing a possible transcript. 
The total number of all possible paths in a contig graph is defined as an isogroup representing the 
collection of alternative splice products of a possible gene.
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fragments used is experimentally definable and the distance between the 2 terminal 
reads from each DNA fragment is therefore known. When the 2 terminal reads from 
one fragment are located on 2 different contigs, this information is used to determine 
the size of the sequence gap between the contigs. A number of contigs ordered by 
including paired end or mate pair reads and the respective sequence gaps of known 
length represent a “scaffold” (Figure 5.2.2a). If this approach is not able to organize 
all the contigs assembled into a single scaffold, individual scaffolds are generated 
separated by physical gaps. The paired end or mate pair sequencing technology can 
also allow for the precise placement of repetitive DNA sequences in the genome. The 
location of a repetitive DNA sequence is known, if one end read matches the repetitive 
sequence and its cognate end read is uniquely located in a contig.

Apart from a rapid development in NGS technologies and assembly strategies 
within the last decade, assembly of large genomes still is a challenging task. De novo 
assembly generates scaffolds of 1 to 2 Mb in average, if the sequencing coverage is 
high enough. Remaining gaps can be sequenced by a variety of molecular methods. 
One possibility for rather small gaps is to use contig ends to design PCR primers and 
to amplify DNA fragments spanning the gap followed by Sanger sequencing [8]. 
However, current methods are not suitable to gain the complete genome sequence of 
eukaryotic organisms without sequence gaps, due to the presence of large or highly 
repetitive DNA regions, for instance. The resulting genome sequence is therefore rou-
tinely provided to the public in a high-quality draft status.

A slightly different scenario generating additional genetic information is attrib-
uted to the assembly of cDNA sequence data (Figure 5.2.2b). For this application, a 
sequencing library is constructed from purified mRNA and sequenced by an NGS 
approach. The application of the GS De Novo Assembler software (Newbler assem-
bler) in the cDNA assembly mode generates contigs that are automatically arranged 
into contig graphs by means of overlapping reads at contig ends [19]. Branches in the 
contig graphs are associated with alternative splice products of the primary mRNA 
transcript. Each possible path through a contig graph is defined as an “isotig” that 
is a synonym for a distinct transcript, i.e., an alternative splice variant of a gene. The 
total number of all possible paths in a contig graph is defined as an “isogroup” that 
represents the collection of alternative splice products of a possible gene [20].

Once a genome is sequenced and the DNA sequence data is assembled, the deduced 
consensus sequence needs to be annotated to provide detailed information about the 
genes and their gene products. DNA sequence annotation is the two-stage bioinformatic 
process of identifying the locations of genes in a genome sequence including the posi-
tions of intron-exon boundaries (regional annotation), and of providing functional 
clues of the encoded gene products (functional annotation). Genome annotation is 
usually started with an automated prediction of genes and gene products by means of 
computational sequence analysis tools and is complemented by manual curation of 
the database. In this way, the genome sequence is extensively enriched with additional 
information at the gene or protein level that is generally stored in genomic databases.
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5.2.2.4 cDNA Sequence Data of CHO Cell Lines and the Chinese Hamster
Due to the increased use of CHO cells in industrial production processes, knowledge 
of the genome and transcriptome sequence of CHO cell lines or the Chinese hamster is 
an important need for future cell line developments. Only recently information on the 
transcriptome and genome sequence of CHO cells is starting to be available in public 
databases (Table 5.2.1). Until 2009, CHO cell transcriptome sequencing attempts have 
applied Sanger-based sequencing. As one of the first studies, Wlaschin et al. reported 
2,602 unique genes sequenced from cDNA libraries of three different CHO cell lines 
[21]. Of these sequences, 76 % have been annotated as orthologs of sequences stored 
in the GenBank database at that point of time. Most of these sequences are homolo-
gous to mouse, rat, or human transcripts. While long sequence reads are clearly an 
advantage of Sanger’s approach for transcriptome sequencing, a disadvantage of 
this technique is an underrepresentation of the central part of transcripts, because 
sequencing from the 5’ and 3’ end of the library does not always lead to overlapping 
sequence fragments [22]. With the availability of NGS techniques, the initial set of 
cDNA sequences has therefore later on been extended to ~28,000 unique sequences 
combining Sanger-based sequencing with Roche’s NGS approach. Sequences derived 
in both studies have been used to design custom CHO cell Affymetrix arrays for tran-
scriptome analysis [22]. Unfortunately, these sequences have not been released to 
public databases (Table 5.2.1).

In the mean time, NGS technologies have opened the way for large-scale tran-
scriptome analysis. In 2010, Illumina’s sequencing approach has been used by Birzele 
and coworkers for high throughput sequencing of CHO cell mRNAs. The research-
ers identified 13,375 CHO cell genes as mouse orthologs, of which ~5,000 genes were 
novel to the CHO cell model [23]. In addition to the identification of novel genes, 
this technique also allowed for expression profiling with CHO cells and proved that 
expression profiling with NGS technologies is feasible, even when a reference genome 
and public transcriptome data is missing. With this study, large-scale transcriptome 
sequence data has been deposited to a public database for the first time, even though 
an assembly of transcriptome data was not presented to the public (Table 5.2.1). A 
general problem in assembling transcriptome data from NGS technologies is that 
assembly tools need to address the special features of eukaryotic transcripts like exon 
and intron structures and alternative splice sites. New tools, such as Roche’s GS De 
Novo Assembler, incorporate the needs of transcriptome data to assemble different 
splice variants of genes. This advantage has been used for the analysis of CHO cell 
transcriptome data by Becker and coworkers in 2011 [20]. The authors have sequenced 
and assembled mRNA from different CHO cell lines using Roche’s NGS approach and 
the GS De Novo Assembler. By this means, 29,184 isotigs, representing possible tran-
scripts, have been generated that correspond to 24,576 isogroups, representing pos-
sible genes. Taxonomic classification has shown that more than 70 % of the transcrip-
tome data is most similar to the transcriptome of mouse, with the rest being most 
homologous the rat. Reconstruction of the metabolic pathways of the central carbohy-
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drate metabolism and biosynthesis routes of sugars used for protein N-glycosylation 
were shown to be almost completely present within the transcriptome data [24]. From 
this study, assembled contig data were deposited to the NCBI, the National Center for 

Table 5.2.1: Sequence data generated for Chinese hamster and CHO cells by Sanger sequencing and 
next-generation sequencing technologies. (n. a. = no further information available; BAC = bacterial 
artificial chromosome)

Source Organism Sequencing 
Technology

Assembly 
Tool

Number of 
Sequences 
Reported

Description Data 
Public

Refer-
ence

cDNA

CHO DXB11
CHO DXB11-IgG
CHO DXB11-IFN-γ

Sanger Phred
Phrap
Consed

2,602 Unigenes No [21]

CHO DG44-IgG
Chinese hamster brain
Chinese hamster spleen

Sanger, 454 n. a. ~ 28,000 Unigenes No [22]

CHO (n. a.) Illumina Velvet 158,236,011
13,375

Short read  
data Mouse  
orthologs

Yes
No

[23]

CHO K1
CHO DUKXB11

454 Newbler,
Assembler 

29,184
24,576
28,995

Isotigs
Isogroups
Contigs

No
No
Yes

[20]

Genome

CHO-SEAP Illumina MAQ 59,083,153
17,883
19.481

Short read data
Mouse ortho- 
log genes
Rat ortholog 
genes

Yes
No
No

[14]

CHO K1 Illumina SOAP
denovo

965,204,627
44,987,709
265,785
14,122
24,383

Short read data 
genome
Short read data 
transcriptome
Contigs
Scaffolds
Predicted genes

Yes
Yes
Yes
No
Yes

[13]

CHO DG44 Sanger Unassem-
bled data

1,119 Genomic BAC  
ends

Yes [25]

Chinese hamster n. a. n. a. 1 Mitochondrial 
genome

Yes [28]
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Biotechnology Information, making assembled transcriptome data accessible for the 
first time (Table 5.2.1).

5.2.2.5 Genome Sequence Data of CHO Cell Lines and the Chinese Hamster
With a constant decrease in sequencing costs and a tremendous increase in data 
output with NGS technologies, it also became feasible to sequence large eukaryotic 
genomes. Using Illumina’s NGS approach, the genomes of the cell lines CHO-SEAP 
and CHO K1 were both sequenced and assembled in 2011. The CHO-SEAP genome 
was covered onefold. Assembly of the data therefore had to rely on a reference-guided 
alignment method using rat and mouse genomes as references [14] (Table 5.2.1). Con-
sequently, the resulting draft genome sequence consists of a relatively high number of 
3.57 million contigs summing up to 2.72 Gb of sequence information. The sequencing 
raw data from this study was additionally mapped against mouse and rat genes. By 
this means, 17,883 mouse homologs and 19,500 rat homologs were identified for the 
CHO-SEAP data set. These genes are mainly related to metabolic processes, cellular 
signalling, and transport. From this study, short read sequencing data is available [14]. 
In contrast to the CHO-SEAP genome, the CHO K1 genome was sequenced with cover-
age of more than hundredfold enabling de novo assembly of the genome into 265,786 
contigs and 14,122 scaffolds. From the given data, the size of the CHO K1 genome was 
estimated to 2.45 Gb and 24,383 coding regions were predicted. Furthermore, most of 
the assembled scaffolds were associated with 21 chromosomes isolated by microflu-
idics in order to identify chromosomal locations of genes. Sequencing raw data as 
well as genomic sequences were deposited at GenBank, but without the correlation 
to chromosomes [13] (Table 5.2.1). Despite the high sequence coverage generated and 
the recent developments in NGS, the thousands and hundred thousands of scaffolds 
and contigs of the CHO K1 draft genome demonstrate the difficulties of assembling 
the short read data and scaffolding these into a fully structured eukaryotic genome.

A detailed physical chromosomal map for CHO DG44 was published by Cao and 
coworkers in 2011 [25] (Table 5.2.1) (see also Chapter 3.2). These authors prepared fluo-
rescence in situ hybridization (FISH) imaging probes from selected bacterial artificial 
chromosomes (BACs) and used Sanger-based BAC-end sequencing in order to con-
struct a physical genome map for CHO DG44. The authors further on used the results 
from CHO DG44 to analyse chromosomal rearrangements in comparison to CHO K1 
cells and Chinese hamster cells, stating that 8 out of 20 chromosomes are relatively 
stable while the other chromosomes have undergone major rearrangements. Avail-
ability of 2 recently accepted publications on the genome sequence of the Chinese 
hamster will be a valuable source of information to characterize and to study chromo-
somal rearrangements and stability in CHO cell lines [26, 27].

Besides recent progress in whole genome sequencing of CHO cell lines, the mito-
chondrial genome of the Chinese hamster was already published in 2007 [28]. The 
circular genome of 16,284 nucleotides has been established from 6 overlapping PCR 
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Database Content Link Refer-
ence

General databases

NCBI Nucleotide Core subset of nucleotide 
sequence records

www.ncbi.nlm.nih.gov/
nuccore/?term=cricetulus griseus

[215]

NCBI EST Expressed sequence Tags 
records

www.ncbi.nlm.nih.gov/
nucest/?term=cricetulus griseus

[217]

NCBI Protein Protein sequence database www.ncbi.nlm.nih.gov/
protein/?term=cricetulus griseus

[217]

NCBI Genome Whole genome database www.ncbi.nlm.nih.gov/
genome/?term=cricetulus griseus

[217]

NCBI Gene Gene-centered information www.ncbi.nlm.nih.gov/
gene/?term=cricetulus griseus

[217]

NCBI SRA Short read archive www.ncbi.nlm.nih.gov/
sra/?term=cricetulus griseus

[217]

NCBI UniGene Gene-oriented clusters of 
transcript sequences

www.ncbi.nlm.nih.gov/
unigene/?term=cricetulus griseus

[217]

Chinese Hamster 
Genome Database

Genome, proteome, trans-
criptome, and non-coding  
RNA data, and genome 
viewer

www.chogenome.org [29]

Specialized databases

Genomic tRNA database 
(GtRNAdb)

tRNAscan-SE analysis gtmadb.ucsc.edu [216]

CHO Proteome  
Database

Proteomic data from 2D PAGE 
and MS analysis 

http://gofant.com/CHOProteome 
MainImage.html

–

CHO Gene Coexpression 
Database (CGCDB)

Coexpression data of genes 
and genes correlated to 
growth rate or cell specific 
productivity

www.cgcdb.org –

The Organelle Genome 
Database (GOBASE)

Data related to mitochondria gobase.bcm.umontreal.ca [217]

miRBase miRNA sequences and  
annotation

www.mirbase.org [218]

Long non-coding RNA 
database (lncrna db)

Annotated lncRNAs www.lncrnadb.org [219]

Silva Comprehensive ribosomal  
RNA data

www.arb-silver.de [220]

Table 5.2.2: Databases for Chinese hamster and CHO cell sequence information.
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fragments. In analogy to other mammalian mtDNA, it comprises 13 protein-coding 
sequences, rRNA genes, and 22 tRNAs. The G-C poor sequence has only few noncod-
ing regions, and predicted genes harbour no introns (Table 5.2.1).

Available sequence data for CHO cell lines and the Chinese hamster are stored in 
public databases. These databases either present general sequence data or are spe-
cialized on one type of data such as miRNAs, tRNAs, or mitochondrial DNA sequences 
(Table 5.2.2). A database focused on CHO cell specific information is the Chinese 
Hamster Genome Database (www.CHOgenome.org), representing a comprehensive 
collection of links to original sequence data and related publications [29].

5.2.2.6 Open Questions
The recently released sequences of multiple CHO cell lines and of 2 Chinese hamster 
genomes [26, 27] have opened the way to a detailed analysis of the impact of genetic 
modifications, including chromosome rearrangements, SNPs, insertion, deletions, 
and amplifications on the process relevant properties of CHO cells, most prominently 
growth, productivity, product quality, and stability. To enable this type of study, a reli-
able parental reference genome for the Chinese hamster needs to be developed from 
the presently available draft genomes. Specifically in view of the frequent chromo-
somal rearrangements that occur within CHO cells, the ability to assign sequencing 
reads to chromosomal locations is of prime importance.

5.2.3 Transciptomics

5.2.3.1 Definition
The transcriptome of cells in culture comprises the complete set of RNA molecules 
that are being transcribed from the genomic DNA present in a cell, including mRNAs, 
rRNAs, tRNAs, and other noncoding RNAs, such as miRNAs. Although the sequence 
information for these is laid down in the genome and thus is identical for each cell 
derived from a given species, the precise pattern of genes and sequences actually 
transcribed is dependent on the individual cell type, its differentiation status and the 
culture conditions. The methods used for the analysis of the transcriptome selectively 
enrich for a certain category of these RNAs, or, by method principle, have a bias for 
one of them. The most frequently used methods in this field are microarrays and RNA-
Seq. All of them measure the expression of specific RNAs present in a given cell pool, 
thus cannot be used to directly measure transcription itself, as the amount of RNA 
detected will also depend on the mRNA degradation speed and rate which can differ 
highly between specific mRNAs, cell types and states. Finally, the expression profile 
of a cell does not necessarily reflect the protein content in a cell (the proteome), as 
the actual translation into proteins depends on the activity of translation initiation 
for each individual mRNA type which is subject to additional regulatory control (for 
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instance by miRNAs) and the stability of the protein in the cell. What transcriptome 
analyses do reflect is a global picture of the overall activity of genes within a cell. The 
most pertinent difference between a genome and a transcriptome is that the genome 
tells us what a cell could in theory do, while the transcriptome reflects what is actu-
ally happening within a cell in any given context or at any given time-point.

5.2.3.2 Methods of Transcriptome Analysis
Microarrays
Analysis of the transcriptome by microarrays is currently the most frequently used 
technique accounting for the largest number of publications in the field. Simply 
defined, a DNA-microarray (also commonly known as DNA chip) is a collection of 
microscopic DNA spots (features), attached to a solid surface, which can be hybrid-
ized with labelled target molecules. The probe refers to the DNA sequence arrayed on a 
solid surface by covalent binding to chemically suitable matrices. Each spot contains 
millions of identical probes. The target is a fluorescently labelled cDNA (copy DNA) or 
cRNA (complementary RNA) sample, which is hybridized to the microarray surface. 
Hybridisation between complementary sequences of the target and the immobilized 
probe will lead to an increase in fluorescence intensity over the background level, 
which can be measured using a fluorescent scanner to determine the relative abun-
dance of respective nucleic acid sequences in the target sample [30].

In principle, DNA-microarrays can be distinguished based upon properties such 
as the solid-surface support, the specific method used for probe attachment, the 
nature of the probe, or target detection.

Amongst other synthetic material, the solid-surface support can be a glass slide, 
a silicon chip, or a nylon membrane, to which the probes are immobilized as dis-
crete spots. Probe attachment is achieved by 2 predominant methods [31]. The first 
method is often referred to as the Affymetrix method [32]. In this process, oligonu-
cleotide probes are synthesized directly onto the surface of the microarray (in situ-
synthesised microarray). As in situ-synthesised probes are typically short (20 to 25 
mers), multiple distinct probes for one target gene are included, collectively termed 
as a probe set, to improve sensitivity, specificity, and statistical accuracy. For Affym-
etrix GeneChips, oligonucleotide probes are synthesized in situ by photolithographic 
fabrication on quartz wafers, using UV light and light-sensitive masking agents to 
add specific nucleotides to the growing probe [32, 33]. In contrast, the Agilent Sure-
Print platform employs ink-jet technology for in situ manufacturing of probes on glass 
slides, enabling much longer probes of 60 mers. While longer probes are more spe-
cific for individual targets, the Affymetrix platform uses several probes for each indi-
vidual gene (typically 11 to 20 probes), to increase the reliability of results. Thus the 
different technologies each have their individual benefits and limitations of which the 
user should be aware [34-36].
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Besides in situ synthesis, the second common method for producing microarrays 
is “printing” or spotting of presynthesised DNA fragments onto a glass slide using 
high-precision arraying robots. Through the use of chemical linkers that provide func-
tional groups, the probes are covalently coupled to solid slides via modified 3’ or 5’ 
ends. The probe spots can be applied by either noncontact (i.e., bubble-jet or ink-jet 
printer) or contact printing using fine-pointed pins. Due to the relatively large size of 
the spots, printed microarrays are of lower density (~ 10,000 to 30,000 features) than 
in situ-synthesized microarrays, which can contain over 300,000 individual features 
(Affymetrix GeneChips: > 106 features per microarray) [30, 33].

Agilent arrays are typically used in two-colour hybridisation. The target probes 
are single stranded cDNA generated through reverse transcription of mRNA extracted 
from 2 cell populations to be compared. These cDNA samples are labelled using 2 
different fluorescent dyes (commonly Cyanine 3 and Cyanine 5) and competitively 
hybridized onto the same microarray. Relative intensities and ratios of each spot are 
then analysed using 2 different wavelengths corresponding to the dyes used in order 
to identify upregulated and downregulated genes [37]. In contrast, Affymetrix Gene-
Chips are limited to one colour. A one-colour design requires 2 separate single-dye 
hybridizations for comparison of 2 different samples, where the relative mRNA abun-
dance of each target gene must be determined by calculating the relative difference 
of particular spots on each array [38]. Each technique is associated with advantages 
and disadvantages that must be considered, like errors involved with the variability in 
microarray manufacturing when using one-color hybridization or dye specific biases 
negatively affecting microarray results when using two-colour hybridization [39]. The 
common mode of analysis is therefore to include duplicate samples for each state and 
to hybridise each sample twice with a dye swap, thus stained once with each colour. 
After normalisation, for each sample, the average of both dyes is calculated and used 
for analysis.

Despite the power to analyse thousands of genes simultaneously and the high 
degree of flexibility regarding arrayed elements (particularly for custom-tailored 
DNA-chips), the microarray technology has some limitations. Since microarrays are 
indirect methods, transcript abundance is deduced from hybridization levels where 
background noise and cross-hybridization interferes with the accuracy of expression 
measurements, especially for targets present in low abundance [40, 41]. Other draw-
backs are the limited dynamic range for detection due to both background and satura-
tion of signals, as well as dependency on prior knowledge of the genome sequence for 
probe design. However, advances in surface technology, robotics, and bioinformatics 
as well as development of new labelling protocols and dyes will continue to further 
improve the technology in terms of complexity and quality, such as reproducibility, 
sensitivity, and specificity [38]. An important aspect in this regard is the design of 
experiment if multiple samples are to be compared (Figure 5.2.3). Correct choice of 
the design strategy will depend on the specific question to be answered in the experi-
ment. Each design requires elaborate normalisation and statistical evaluation [42].
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RNA-sequencing
NGS technologies have created a new tool with the potential to revolutionize the study 
of the transcriptome. RNA-seq (RNA sequencing) uses high-throughput sequencing 
methods to provide an opportunity for characterizing and quantifying the transcrip-
tion profile of a sample. RNA-seq relies on the generation of short reads of sequence 
information, which are either aligned to a reference genome or reference transcript 
or are assembled de novo without a priori knowledge of the genome. This makes 
RNA-seq particularly interesting for nonmodel organisms and/or the detection of 
novel transcripts, bypassing a limitation of microarray analysis [43, 44]. Compared to 
microarrays, RNA-seq methods have a much larger dynamic range of expression with 
very low background signal as each sequence obtained can be mapped to a unique 
site of the genome [45]. Another advantage is the high data resolution. While in 
hybridization-based approaches resolution is limited to the probe size and allows for 
a small number of mismatches, RNA-seq offers single-base resolution. Thus, RNA-seq 
is also useful for distinguishing different isoforms or allele-specific expression and 
for the identification of novel exons and splice sites, which cannot be detected by 
DNA-microarrays [46-48]. Besides, RNA-seq data is extremely rich, enabling the study 
of sequence variations like SNPs (single nucleotide polymorphisms) or RNA editing 
events. Depending on the experimental goal (e.g., mRNA comparison of 2 samples, 
identification of novel transcribed elements), the depth of sequencing must be con-
sidered. The sequence coverage, i.e., the average number of reads for a given nucleo-
tide, is one of the most important parameters for reliable measurement in RNA-seq 
studies. Regarding the purpose of analysis, the genome size and transcriptome com-
plexity, the requirement of sequencing depth varies. In principle, the more complex 
the transcriptome, the more sequencing depth is required for appropriate coverage, 
which is particularly necessary for detecting low abundant transcripts [49, 50].
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Figure 5.2.3: Design of experiment for microarray studies. A) Reference design: this is the prefered 
design if multiple experiments are to be compared B) Ring design: this design reduces the number 
of arrays to be run and enables comparison of multiple samples  
C) Direct comparison: prefered design for evaluation of differences between two samples or states.
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Another issue to consider is that most current RNA-seq methods rely on cDNA 
synthesis, which however was shown to be prone to introducing biases and artefacts, 
such as template switching or random cDNA synthesis, which may be caused by self-
priming due to RNA secondary structures [51, 52]. Furthermore, reverse transcriptases 
are error-prone due to their lack of a proofreading mechanism [53, 54]. In general, 
an isolated RNA population is converted to a library of cDNA fragments and sheared 
in order to reach a size compatible with the sequencing method used (typically  
<500 bp) [44]. Common fragmentation methods of either RNA or cDNA molecules 
include RNA hydrolysis, DNAse I treatment, nebulisation, or sonication. When per-
forming fragmentation, it must be considered that each of these methods results in a 
different bias in the outcome [45, 47].

More recently developed methods involve direct sequencing of RNAs (DRS) to 
evade this type of artefacts [55]. This technology relies on hybridization of polyade-
nylated RNA templates to a poly(dT) coated surface for subsequent sequencing by 
synthesis. Direct RNA sequencing is limited to poly(A)+ transcripts, with sequence 
data being derived from regions immediately upstream of the 3’polyadenylation site. 
RNA species that lack natural poly(A) tails (small or noncoding RNAs) can be polyade-
nylated in vitro before analysis. Direct RNA sequencing requires only femtomoles or 
attomoles of RNA, which could in the long term make DRS useful for identifying the 
transcriptome of small quantities of cells.

In summary, RNA-seq is a promising technology for the analysis of the transcrip-
tome and is comparable, for some applications even superior, to existing DNA-micro-
array techniques [56]. Currently, array-based approaches are the primary choice for 
studying gene expression, but considering the rapidly falling costs of sequencing, 
RNA-seq has potential to be widely adopted for this purpose. Most importantly, it 
offers the ability to also analyse the expression of noncoding RNA transcripts and 
is also suitable for the analysis of transcriptome of cells of species where no known 
genomic sequence is available.

5.2.3.3 Transcriptomics Applications
As gene expression within a cell is highly dynamic, transcriptomic tools like DNA 
microarrays or RNAseq can solely give a snapshot of the current cellular state. On 
basis of differential mRNA expression between a test and reference sample, a number 
of studies have provided valuable insights into a range of areas including gene dis-
covery, disease characterization and cell culture engineering. The majority of these 
studies made use of the relatively mature DNA-microarray technology with the objec-
tive to identify genes and key pathways that affect special cellular properties. By com-
paring different cell lines or phenotypes microarray experiments have extensively 
been used to define transcriptomic signatures, which are sets of genes that can be 
regarded as markers of respective conditions [57]. Such signatures may be used as 
markers of diseases or prioritised targets for genetic engineering in order to improve 



 

342   5 Basic Aspects of Animal Cell Cultivation

industrial cell culture processes. Such optimisation of processes can have significant 
impact on productivity and overall yield while reducing cost of production. In this 
context, the critical properties investigated include, e.g., antiapoptosis, proliferation, 
and productivity [58-60].

An early application of DNA microarray was used to understand the transcrip-
tomic change upon shifting the metabolism of a mouse hybridoma cell line (MAK) 
from a high-lactate producing to a low-lactate producing state by controlled nutrient 
feeding [61]. This study showed a general decrease of transcript levels of many genes 
involved in glycolysis.

During recent years, great efforts have been made to determine changes at gene 
levels involved in productivity. Khoo et al. [62] used a mouse array representing 6,400 
genes to assess the expression profile of producer and nonproducer NS0 myeloma 
cell lines. Unexpectedly, genes involved in the protein-synthesis pathway were higher 
expressed in the wild-type cell line. On the other hand, the producer cells had differ-
entially expressed genes for cell cycle-related events and zinc finger proteins, which 
could be important in coping with the metabolic burden of antibody production. The 
results suggest that the producer cells could have shifted their synthesis machin-
ery from expressing antigen-presenting proteins to recombinant proteins without 
an increase in protein translation. Similar studies were accomplished to investigate 
culture conditions that enhance productivity, including hypothermic cultivation  
[63-65], hyperosmotic cultivation [66], and exposure to butyric acid [67, 68].

Another approach to increase product yields involves extending the viability of 
the cells by inhibition of apoptosis. In 2006, Wong et al. [69] reported the identifica-
tion of key antiapoptotic genes and pathways in batch and fed-batch CHO cell cul-
tures and reported that during periods of high viability most proapoptotic genes were 
downregulated, while upon decrease in viability apoptotic genes were sequentially 
upregulated. Four highly active effector genes were identified, including 2 antia-
poptotic genes, Faim and Fadd, and 2 proapoptotic genes, Alg-2 and Requiem. Over-
expression or knockdown of these genes enabled generation of 4 cell lines, which 
showed higher apoptosis resistance than the parental cell line [70]. Another study, 
combining microarray and proteomic expression profiling analysis, identified a list 
of 21 potential candidate genes associated with a high growth rate phenotype in 
CHO cells [71]. In a study comparing anchorage-dependent and suspension grown 
HeLa cells, 2 genes were identified, cdkl3 and cox15, which were upregulated in the 
faster growing suspension HeLa cells [72]. Enhanced expression of either gene in the 
anchorage-dependent HeLa cells, as well as in HEK-293 and CHO cell lines, resulted 
in elevated growth rates.

A present focus in optimising biotechnological processes is media development, 
including the formulation of serum-free and animal component-free media, where 
transcriptomic tools may also play a vital role. Allison et al. [73], for example, identi-
fied receptors for growth factors, hormones, and cytokines, cell adhesion molecules, 
and other cell-signalling components. Corresponding ligands or small molecules can 
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be added to the cell culture medium and rationally tested for desired biological effects. 
Jaluria et al. [74] identified differentially regulated genes associated with serum with-
drawal. A HEK-293 cell line was gradually adapted to serum-free medium and ana-
lysed at specific serum levels. Based on the results 2 genes with correlated expression 
patterns, egr1 and gas6, were transfected into different HEK-293 cell lines and enabled 
faster adaption to serum-free media while improving viabilities and growth rates. In 
another study, zinc was identified to be an effective replacement for insulin in murine 
hybridoma cultures [75]. Gene expression profiling indicated no major change in the 
expression profiles of the insulin-supplemented and zinc-supplemented cultures. 

Generally, gene expression profiling can help to identify candidate genes for cell 
line development, employing an indirect cell engineering strategy [76, 77]. Today’s 
typical fed-batch bioprocess runs over 14 days, covering a variety of cellular states 
and environmental conditions, with obvious changes in growth rate, productivity, 
and, most importantly, product quality. The real power of -omics analysis is the ability 
to monitor these changes [78, 79] and to generate an understanding of the needs of 
cells that enable them to generate high quality and value products [80].

5.2.4 MiRNAs

5.2.4.1 Background
The gap between the great complexity of cellular functions and limited number of 
primary RNA transcripts may be explained by sophisticated mechanisms that regu-
late RNA. Among these mechanisms the posttranscriptional regulation by miRNAs 
(miRNAs), which are highly conserved small noncoding RNAs, constitutes an impor-
tant layer in the control of gene expression. By regulating a broad range of targets – 
similar to transcription factors [81] – miRNAs control the adoption of new phenotypes 
during differentiation [82] as well as the cellular response to many external and inter-
nal stimuli such as hypoxic environment or metabolite availability [83]. This versa-
tility of miRNAs holds promise for their application in biopharmaceutical industry 
as biomarkers for improved cell line development and as cell engineering targets to 
enhance the bioreactor performance of mammalian-derived industrial cell factories 
[84, 85].

5.2.4.2 MiRNA Biogenesis
With a size between 18 and 24 nucleotides mature miRNAs are among the smallest 
types of noncoding RNAs [86]. They are produced as primary miRNA transcripts from 
RNA-Pol II promoters or derived from intronic regions, which become cleaved in the 
nucleus by an RNase enzyme complex consisting of Drosha and Dgcr8 to yield a 50 to 
70 nucleotides RNA stem-loop structure termed precursor miRNA (pre-miR). Follow-
ing the export into the cytoplasm via Exportin-5, pre-miRs are cleaved by the RNase-
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III enzyme Dicer, so that a ~22 nucleotides mature miRNA duplex is produced, con-
sisting of a -5p and -3p mature miRNA that are hybridized and exhibit characteristic 
3’ overhangs.

In some cases primary miRNA structures can contain more than one stem-loop 
sequence and consequently give rise to several distinct mature miRNA sequences. 
These miRNAs are commonly referred to as miRNA clusters, which often share similar 
seed sequences (see below) and therefore biological function. Currently 25,141 mature 
miRNA sequences from 193 organisms have been annotated including 2,042 human, 
1,281 murine and 307 CHO pre-miRNAs. Genomic location, organization as well as the 
sequence of these miRNAs can be accessed via the miRBase miRNA repository (www.
mirbase.org) [87].

5.2.4.3 How miRNAs Control Cellular Processes
Following the dissociation of the miRNA duplex, the guide miRNA directs RISC to the 
target mRNA sequence through base-pairing with complementary sequences in the 
3’ UTR [88]. In mammalian cells this miRNA : mRNA interaction process generally 
relies on imperfect base-pairing, and therefore mRNA slicing by RISC (as observed 
in plants) is rare. Most mammalian miRNA binding sites consist of a perfect match 
between nucleotides 2-8 of the mature miRNA, which is also known as the “seed 
region”, followed by mismatches in the central region. Thus, association of RISC with 
the 3’UTR of a target mRNA can either result in translational repression by disturbing 
protein interactions between components of the translation initiation complex, or in 
mRNA destabilization due to deadenylation and decapping of the message. In some 
cases miRNA binding can occur outside the 3’UTR region [89] or lead to an activation 
of mRNA translation by masking of elements within the mRNA sequence that promote 
its decay, such as AU-rich elements [90].

Instead of simple one miRNA : one mRNA binding situations, miRNAs can inter-
act with up to hundred different mRNA species and one mRNA can harbour binding 
sites for several different miRNAs [91]. Based on this multiplicity of interactions, it has 
been suggested that up to 60 % of human genes are targeted by one or more miRNAs. 
While this makes miRNAs powerful regulators of gene expression, it also means that 
target repression by miRNAs (and consequently their function) is complex to predict, 
since target interaction not only depends on the thermodynamics of base-pairing, but 
also on the miRNA : target ratio as well as the presence of other miRNAs targeting 
the same messages [92]. In addition miRNA activity can be tissue specific [93], with 
certain miRNAs being highly active only in one distinct cell type such as miR-1 in heart 
tissue or miR-122 in liver tissue [94]. This complexity explains why miRNA function can 
change between different species or even cell types. miRNA-21 for instance is known 
to be overexpressed in many tumour cells resulting in enhanced growth, apoptosis 
resistance and metastatic potential [95]. However, in endothelial cells it was found 
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that miR-21 is highly overexpressed in senescent cells compared to young dividing 
cells, and that ectopic expression in normal cells results in growth arrest [96].

For the purpose of improving upstream processes, the identification of miRNAs 
that control cell growth, stress resistance, protein production, and energy metabolism 
in CHO cells are of highest interest. While the relevance of miRNAs for these pathways 
has been extensively studied (oftentimes in relation to cancer and other diseases), 
the above mentioned complexity of target repression makes it challenging to directly 
transfer these data to CHO cells. Consequently an independent characterization of 
miRNA function in CHO cells is necessary starting with the analysis of miRNA expres-
sion and correlation to cell phenotype.

5.2.4.4 Quantification, Target Identification, and Manipulation of miRNAs
Compared to measuring the expression of mRNAs that stretch hundreds to thousands 
of nucleotides, the quantification of miRNAs involves the challenge of detecting short 
(<24 nucleotides) and sometimes highly similar sequences that differ by only 1 or 2 
bases (so-called miRNA families). Three methods are predominately used to quan-
tify miRNA levels: real-time quantitative PCR (qPCR), microarray hybridization, and 
“digital gene expression” by next-generation sequencing. Each of these platforms 
faces certain challenges. Hybridization based methods (qPCR and microarray) suffer 
from the short target length and high variation in GC-content, which limits probe 
design usually to the full-length complementary miRNA sequence with high variation 
in melting temperatures. Massive parallel sequencing technologies rely on multistep 
sample preparation protocols that involve adapter ligation and PCR amplification 
steps, which can be biased towards certain sequence motifs.

The Gold Standard in miRNA Quantitation: Real-time Quantitative PCR
Real-time quantitative PCR is the method of choice for analysis of miRNA expression 
as well as for validation of miRNA expression data from other platforms due to its 
long history of use, high sensitivity and dynamic range, and manageable computa-
tional effort for data analysis [97]. Most available miRNA qPCR protocols utilize a 5’ 
tag in the primer for first-strand synthesis reaction, which serves as binding site for 
the reverse primer during the PCR reaction and results in extended amplicon length. 
Forward PCR primers bind the mature miRNA sequence and may contain chemical 
modifications such as locked nucleic acids [98], 2’-O-(2-methoxyethyl)-derivatives 
for optimized hybridization characteristics [99], or stem-loop primers that allow dis-
crimination between mature and precursor miRNA sequences [100]. The use of miR-
specific reverse-transcription reaction (RT) generally yields high specificity and sen-
sitivity but also limits throughput. Mixing of specific RT-primers is a possibility but 
may affect the performance of these protocols due to interference between primers. 
Therefore, universal RT reactions have been established by adding a polyA tail to the 
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miRNA sequences prior to RT. This polyA tail is used during RT reaction as template 
for an oligo dT primer, which is linked to a 5’ tag serving as reverse primer binding 
site during qPCR. Such universal miRNA cDNA pools were the prerequisite for scaling 
miRNA qPCR experiments to genome level by the development of “qPCR-array” plat-
forms that consist of premanufactured plates (96-well or 384-well) or high density 
array cards, which were reported to yield highly reproducible results [101].

As with every qPCR experiment, the quality of miRNA qPCR data strongly depends 
on the correct choice of reference genes for normalization [102]. The use of presumably 
invariant reference RNAs for normalization such as small nuclear or nucleolar RNAs, 
or 5S ribosomal RNA is common; however, due to different physicochemical proper-
ties invariant miRNA reference genes are better suited for normalization of qPCR data. 
In general it is advised to use more than one reference gene for normalization, which 
should be selected using algorithms designed for reference gene evaluation.

High Throughput Analysis of miRNA Expression
The utilization of microarray hybridization technology to profile miRNA expression in 
2004 marks the beginning of high-throughput analysis of miRNA transcription [103, 
104]. Advances in miRNA microarray technology are characterized by sophisticated 
designs of capture probes, which must specifically hybridize to short target miRNA 
sequences – sometimes differing only at a single nucleotide position – at uniform 
temperature. Similar to qPCR primers, chemical modifications such as locked nucleic 
acids (LNA) have been introduced [103] as well as hairpin extension and other propri-
etary designs. As for qPCR, a critical issue for miRNA microarrays is data analysis and 
especially data normalization. The assumption that compared to the overall number 
of genes only few genes are differentially expressed and that up- and downregula-
tion of genes are balanced, might not hold true for miRNA experiments. Hence it is 
important to carefully choose the method of normalization and to control the impact 
of normalization on the final results [102].

The development of NGS technologies has significantly boosted the discovery of 
novel miRNA sequences while allowing simultaneous quantification of both known 
and novel sequences. The digital nature of NGS expression data (i.e., one read equals 
one count of a specific miRNA) accounts for a higher dynamic range similar to that of 
real-time qPCR (6 to 7 log scales) and superior to microarray data (up to 4 logs). In con-
trast to qPCR and even microarrays, however, analysis of small RNA next-generation 
sequencing data is time consuming due to elaborate preprocessing of raw sequenc-
ing data, such as quality filtering and adapter trimming, while adapter ligation and 
preamplification steps can introduce biases to the quantitative content of NGS data.

A recent study set out to compare the performance of Taqman RT-qPCR, 6 micro-
array platforms and Illumina NGS for the identification of differentially expressed 
miRNAs [105]. Analysis of intraarray and interarray signal variation of microarray 
platforms showed that the robustness varied significantly, with some platforms 



 

 5.2 Functional -Omics for Cell Lines and Processes   347

giving highly reproducible signals while others did not. High concordance between 
qPCR and NGS data was also obtained by Pradervand et al. who compared three 
microarray platforms qPCR arrays and NGS [106]. Overall it seems that qPCR and NGS 
exhibit superior sensitivity to most microarray platforms, which is mirrored in lower 
compression of fold changes. This might be due to the presence of microarray probes 
with low Tm values for miRNAs with low GC content, thus reducing hybridization and 
signal intensity.

High-throughput Analysis of miRNA : mRNA Interactions
MiRNAs exert their biological function by posttranscriptional interaction with target 
genes, which in most cases results in the repression of mRNA translation or mRNA 
destabilization, but in rare cases may result in mRNA activation [87]. Consequently, 
the identification of differentially regulated miRNAs based on any of the above 
described technologies raises 2 questions: (i) which genes are directly affected by the 
de-regulation of a miRNA and (ii) does the perturbation of this miRNA in a biological 
system cause any phenotypic changes? While the second question can be answered 
by ectopic overexpression or knockdown of miRNAs in a cell, the first question is 
more difficult to solve. Initially, the identification of miRNA targets involved bioinfor-
matic predictions followed by sequential (gene by gene) validation of miRNA : target 
interaction using qPCR, Western blot, and luciferase reporter assays. However, since 
target interaction can depend on as few as 6 nucleotides, which on average can be 
found every ~4 kb in the genome, confident target prediction is a major challenge. 
Therefore, 2 methods have recently emerged that allow high-throughput analysis of 
direct miRNA : target interactions via the isolation of miRNA : mRNA complexes and 
analysis of the content of these isolates using PCR, microarrays or NGS.

Tandem purification of miRNA targets (TAP-Tar) is a method for isolation of 
miRISC complexes, which contain argonaute (Ago) proteins, a mature miRNA species 
and a bound mRNA target [107]. For this purpose a host cell line expressing a tagged 
version of argonaut proteins (Ago-1) is required, as well as the transfection of a bioti-
nylated miRNA species, for which mRNA targets shall be identified. The isolation 
of RISC complexes containing the miRNA of interest plus its targets is achieved by 
sequential immunoprecipitation of Ago-1 proteins and streptavidin-based isolation of 
the miRNA. For global analysis of miRNA : mRNA complexes isolated by TAP-Tar this 
method can be combined with high-throughput technologies such as NGS or micro-
array hybridization. A disadvantage of this method is, however, the need for a host 
cell line expressing a tagged Ago variant. In addition, the measured interactions are 
based on the artificial introduction of excess amounts of biotinylated miRNAs that 
may increase off-target effects and therefore “false-positive” interactions.

High-throughput sequencing combined with crosslinking immunoprecipitation 
(HITS-CLIP) describes a method suited to directly identify protein-RNA interactions 
in vivo, without perturbing the biological system [108]. Ultraviolet radiation is used 
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to covalently crosslink RNA-protein complexes, which was shown to work for Ago-
miRNA-mRNA complexes, thus allowing the isolation of these complexes by immu-
noprecipitation. NGS analysis of partially digested RNA sequences contained in the 
purified complexes can give important insights into which mRNA target sequences 
are actually bound and regulated by miRNAs. Chi et al. performed Ago HITS-CLIP on 
mouse brain tissue and were able to confirm all previously validated interactions of 
miR-124, a brain specific miRNA [94]. To this point other studies have applied HITS-
CLIP to study the interactions of viral miRNAs in host cells [109] and to get a better 
insight into the determinants of miRNA : mRNA interactions, which are step-by-step 
integrated into novel target prediction algorithms [110].

Manipulating miRNA Expression in (CHO) Cells
In the beginnings of miRNA research, targeted overexpression or knockdown studies 
of miRNAs were performed to explore their biological function in specific tissues or 
cell types. In the meantime, these powerful molecules have evolved as therapeutic 
targets for local or systemic substitution or inhibition and have been proposed as 
target molecules for engineering the phenotype of cell lines used for the production 
of recombinant therapeutic proteins (see also Chapter 3.5). Here, we will disregard 
delivery of miRNAs for therapeutic purposes and focus instead on methods for tran-
sient and stable knockdown or overexpression of miRNAs in cell lines such as CHO.

The first studies on miRNA expression in CHO cells were done based on the assump-
tion that most miRNA sequences are highly conserved between Chinese hamster and 
rodents such as mouse or rat [111]. Later, in 2011, 2 groups set out to sequence the 
CHO miRNome by NGS analysis of the small RNA transcriptome of several different 
CHO cell lines [112, 113] and, based on miRBase version 14 as reference, reported the 
transcription of 350 and 365 mature conserved miRNAs in CHO, respectively. After the 
publication of the CHO-K1 genome reference sequence in 2011, all previously identi-
fied CHO miRNAs were aligned against the genome to identify their location as well as 
precursor structure [114]. This information can now be accessed for 350 CHO miRNAs 
in miRBase v20 at www.mirbase.org.

For transient overexpression or knockdown, synthetic RNA molecules are trans-
fected into a cell that mimic an endogenous miRNA or sequester it by stable hybridi-
zation resulting in reduced biological activity. Synthetic miRNA mimics are double-
stranded RNA molecules (dsRNA) with 3’ overhangs on either one or both ends that 
improve stability. In addition chemical modifications have been reported that are 
designed to increase the efficacy of delivery, stability and guide strand incorpora-
tion into the RISC. Synthetic miRNA inhibitors are single-stranded RNA molecules 
partially or fully complementary to their target sequence. Improved hybridization of 
these inhibitors to their targets can be achieved by introducing chemically modified 
nucleotides with 2’-O-methyl or locked nucleic acids. Several commercially available 
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mimic and inhibitor platforms exist, which also offer libraries for high-throughput 
and genome-scale screening of miRNA function.

Stable engineering of miRNA expression can only be achieved by plasmid based 
delivery and genomic integration of miRNAs, since synthetic oligonucleotides will be 
rapidly diluted in fast proliferating CHO cells. To express miRNAs from plasmids, arti-
ficial constructs comprising the mature miR-5p and miR-3p sequence and universal 
loop sequence from a highly expressed miRNA can be synthesized and cloned into 
specific miRNA expression constructs that contain miRNA flanking regions, RNA-Pol-
ymerase II (Pol II) promoter, and a 3’polyadenylation site. This system was also used 
to transiently assess the influence of 4 different miRNAs on growth and productivity in 
CHO cells [115]. Alternatively, miRNAs can be PCR-amplified from genomic locations 
including 100 to 200 nucleotides up- and downstream of the miRNA stem-loop and 
cloned into similar expression constructs. Recent results indicate that endogenous 
constructs are superior to artificial constructs in terms of correctly processed mature 
miRNAs [116]. Knockdown of miRNA activity can be achieved by the expression of 
RNA transcripts harbouring multiple miRNA binding sites. These so-called sponge 
constructs sequester mature miRNAs from the cell resulting in lower biological activ-
ity [117]. Untranslated (3’UTR) regions of reporter proteins such as green fluorescence 
protein are frequently used for cloning of sponge constructs, since loss of signal from 
these reporters indicates sponge function. Similar to sponges are “tough decoys” 
where miRNA binding sites are sandwiched between an RNA secondary structure 
consisting of a stem and stem-loop [118] and transcription is controlled by an RNA 
Polymerase III (Pol III) promoter. Recently, also endogenous forms of miRNA sponges 
have been identified to be expressed in human as well as rodent brain, as circular 
RNA transcripts containing multiple perfect binding sites for miR-7 [119].

5.2.4.5  Outlook on Future Developments in the Application of miRNAs in Cell 
Culture Technology

The understanding and mastering of the described miRNA tools in academic and 
private research groups has led to interesting insights in miRNA mediated control 
of growth rate, stress resistance and protein secretion of CHO cells. In addition to 
the currently published miRNAs (miR-7, miR-17, miR-466) high-throughput profiling 
experiments and literature research have unveiled a long list of miRNAs worth func-
tional characterization in CHO cells. These results have been extensively reviewed 
elsewhere and were therefore not discussed in great detail in this section [85, 86, 120, 
121]. It will be exciting to see when the first miRNA-based tools will enter cell culture 
technology and protein production in an industrial process. At this point, cell engi-
neering strategies seem most promising: the short sequence of miRNAs would allow 
effective incorporation into 3’UTRs or introns of mammalian recombinant protein 
expression vectors, which would allow simple coexpression of growth or secretion 
enhancing miRNA species. The great predictive value of miRNA transcript patterns for 
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diagnosis or treatability of human disease raises the question whether cell line selec-
tion and development could also benefit from the association of distinct miRNA pat-
terns (biomarkers) with favorable behavior in large-scale processes. Finally several 
other noncoding RNAs classes are on the verge of being well understood and might 
show a potential for application in cell culture technology similar to that of miRNAs 
[122].

5.2.5 Proteomics

5.2.5.1 Background
The term “proteome”, introduced by Wilkins [123], as “protein complement of the 
genome” describes the protein inventory of an organism, organ, tissue, or of specific 
cells. Even more than the transcriptome, the constitution of the proteome is highly 
dynamic and is displaying the state of a cell under current internal and environmental 
impacts. Hence, both intrinsic regulations such as cell cycle, differentiation or apop-
tosis, as well as the outer milieu with temperature, O2/CO2, nutrients, cell signals, 
drugs, or toxic agents have a direct influence on protein abundances, modifications, 
and activities. The way from coding genes to the equivalents of biologically active pro-
teins consists of several levels of processing, transport, and regulations: epigenetic 
DNA modification, transcription, posttranscriptional processing (RNA-splicing etc.), 
RNA-silencing, nuclear export, translation, posttranslational processing, protein tar-
geting and transport, and finally protein degradation. If for each gene a number of 5 
to 6 mRNA splicing forms and 8 to 10 protein modifications is taken into account [124], 
one can assume that a genome of 25,000 genes represents up to one million of protein 
variants. Today it is possible to detect a high percentage of the protein quantities of 
homogenous cells or tissues by up-to-date detection and mass spectrometry (MS) 
identification techniques. Such profiling of differentially regulated proteins proved to 
be a valuable tool for the elucidation of cellular events and for target protein screen-
ings. The (quantitative) analysis of the more than 200 known eukaryotic protein mod-
ifications (often simply called posttranslational modifications, PTMs) [125] still is a 
challenge, however. This section deals with classical and novel approaches in the 
field of cultured animal cell lines, especially producer lines such as CHO or hybri-
doma cell lines.

5.2.5.2 Methods
For the elucidation of quantitative changes on the proteome level of cells or tissues, 
techniques are necessary that cover large sets of proteins and that are highly repro-
ducible. Two techniques stand out: gel-based methods, where a quantification or spe-
cific detection with predominantly polyacrylamic gel systems is combined with mass 
spectrometric protein identification, and MS-based techniques, combining MS quan-
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tification and identification of proteins. Additionally protein and peptide array tech-
niques have to be mentioned as a growing sector of proteomics methods, however, 
these will not be treated here.

Sampling and Reduction of Sample Complexity
The reproducibility of sampling has a strong influence on results of proteomics exper-
iments. Not (only) the protein quantity of a set of samples is crucial, but also the 
avoidance of heterogeneity between biological and technical replicates. In addition, 
the components of extraction buffers (buffer substances, salts, detergents, reducing 
agents) have to be chosen well, depending on subsequent proteomics techniques like 
2-DE, labeling techniques, and mass spectrometry. Also the possibility of disturbing 
media components (polymers, antifoaming substances) should be kept in mind and 
the addition of phosphatase inhibitors, nucleases, and protease inhibitors is recom-
mended. Of course there are diverse strategies to get rid of problematic buffer com-
pounds later on by liquid chromatography or manual methods such as precipitation 
or the utilization of desalting and size-exclusion columns. However, these require 
additional steps, which may introduce artefacts.

In most cases the proteomic analysis of crude protein extracts from eukaryotic 
cells is limited to the more abundant proteins. Hence, interesting cellular compounds 
such as signaling proteins and transcription factors often are barely detectable for 
quantification or MS identification. Therefore sample fractionations, based on bio-
chemical and physical characteristics of cellular components or proteins, are crucial 
for a closer view on cellular events [126]. This can be done for example by differen-
tial detergent fractionation [127] or by targeted isolation of organelles such as mito-
chondria [128]. Nevertheless, the risk of introducing a high technical variance with 
the increasing number of protein extraction steps remains. This is true even more for 
enrichment procedures for MS analysis of specific PTMs such as protein phospho-
rylations [129, 130] or glycosylation [131-133], and the fishing of protein complexes by 
affinity purifications [134, 135]. Depletion steps, as for instance necessary for blood or 
other body fluids, usually are not necessary in proteomic approaches with animal cell 
cultures, except if there is a disturbing effect by a high level of not secreted recombi-
nant protein product, or in case of host cell proteins in growth media that may contain 
protein supplements or recombinant product.

Gel-based Proteomics Methods (2D-gel Electrophoresis)
Two-dimensional gel electrophoresis (2-DE) [136-138] on polyacrylamide gels, based 
on the 2 orthogonal parameters “isoelectric point” and “molecular mass”, is a main 
proteomics technique and is combined with MS protein identification of proteins from 
the gel [139]. The first dimension, isoelectric focusing, is done under denaturating 
conditions on strips with immobilized pH gradient (IPG). The second dimension, 
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separation according to the apparent masses, is realized by sodium dodecyl sulphate 
polyacrylamide gel electrophoresis (SDS PAGE). Usually protein amounts of 50 µg up 
to 500 µg are used for the 2-DE gel separation. Pre- and postseparation staining is 
applicable for the display and quantification of protein spots (reviewed in [140]). Tra-
ditional postseparation detections are performed with silver nitrate [141], Coomassie 
Brilliant Blue, or different fluorescence labels [142] which allow a detection limit of a 
few nanograms. While staining with Coomassie Brilliant Blue or fluorescence labels 
is highly compatible with mass spectrometry, a specific detaining procedure is neces-
sary for silver gels [143]. With these staining methods a protein spot detection limit of 
a few nanograms can be achieved. After documentation of gel images by scanners or 
CCD-cameras, the pictures are loaded to gel analysis programs for gel-matching, spot 
detection, labeling, and finally quantitative evaluation of protein expression [144].

Quantitative evaluations with reliable statistics became possible with the devel-
opment of the DIGE method (differential in-gel electrophoresis) [145]. Here 2 samples 
are labeled with different fluorescence markers before 2-DE separation. A mixture of 
the samples is applied to the same 2-DE gel and separately detected. Hence, techni-
cal differences between independently processed gels are reduced and multiplexing 
is possible by including a mix of all samples labeled with a third dye. This internal 
standard for each individual protein drastically improves the reliability [146]. Remain-
ing challenges are the identification of the same protein in multiple spots [147], due 
to isoforms, posttranslational modifications and degradation of proteins, as well as 
the fact that frequently a distinct set of proteins is found as regulated regardless of the 
experiment [148].

Nevertheless, even in times of increasing direct MS quantification techniques, 
the 2-DE approach keeps its role as a reliable and affordable method for the quan-
tification of up to 1,500 proteins with a high dynamic range. The protein spots stay 
intact for a long time in the gel matrix, may be stained consecutively with specific 
procedures, and can be prepared for MS identification even after months. Isoforms of 
proteins or some PTMs are visible as pI- or mass shift, and only proteins with extreme 
pI (<3 and >11) or mass (>250 kDa, <10 kDa) and very hydrophobic proteins fall out of 
the range of the physiochemical parameters of the 2-DE procedure. Therefore 2-D- and 
the direct MS approaches for protein quantifications are complementary techniques.

Mass Spectrometric Protein Identification, Quantification, and Characterization
The traditional way of identification of single protein spots from 2-DE gels is per-
formed after in-gel digestion by trypsin (or other proteases) generating a sequence 
dependent mix of peptides of characteristic masses [149]. In the MS measurement the 
masses of the tryptic fragments are determined with high accuracy. This mass pattern 
can be used for a so called peptide mass fingerprinting (PMF) for protein identifica-
tion, i.e., the matching of the experimentally determined mass spectrum to theoreti-
cal protein digests deposited in protein databases such as Swiss-Prot/UniProt [150], 
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NCBI or individual in house sequence databases [151, 152]. Database searches are per-
formed via commercial search engines such as MASCOT [153] and SEQUEST [154] or 
open source applications like OMSSA [155] and X!Tandem [156].

For storage, management and further evaluation of data and the convenient per-
formance of database searches, specific proteomics data managements systems such 
as the commercial software ProteinScape (Bruker Daltonik), or open source packages 
such as ms-LIMS [157] are available. Though identifications by PMF can be simply 
performed with MALDI-ToF (matrix-assisted laser desorption/ionisation time-of-
flight) MS instruments, a higher level of confidence can be obtained by applying MS/
MS techniques [158, 159]. Here, patterns of the (tryptic) peptides are generated by 
fragmentation (MS/MS) of selected (MS) peptides in the mass spectrometer, predomi-
nantly at their peptide bonds. The generated spectra provide at least partial informa-
tion about the amino acid sequence of a peptide and exhibit (with a sufficient peptide 
number and coverage of the protein) a more reliable basis for protein identifications. 
Today, not only MS instruments based on ESI principle (electrospray ionization) but 
also based on MALDI-technique, equipped with different mass analysers and detec-
tors, are used as workhorses for MS and MS/MS measurements of (complex) prot-
eomic samples. Detailed descriptions of different MS instrument types can be found 
in several reviews (e.g., [160, 161]).

Typically, ESI-instruments are used in combination with nanoHPLCs (with a flow 
of 200 to 300 nL/min) for so-called tandem MS measurements. In the C18 reverse phase 
systems, peptides elute with a gradient of increasing organic solution (predominantly 
acetonitrile) and are directly led to the MS instrument via a “source” that generates a 
drying spray in an electric field. Alternatively, MALDI variants of this principle collect 
the eluting peptides in time intervals on consecutive target positions so that a MALDI 
measurement can be performed later, independent of the nanoLC separation. Usually 
the generated multiple spectra of ESI- or MALDI-MS/MS are processed as one entire 
dataset and used for a combined protein database search to identify proteins from 
complex samples. Thus up to several thousand proteins can be identified in one run.

MS/MS techniques and the development of more precise, sensitive, and fast 
instruments improved not only the protein identification but also the detection of 
posttranslational modifications [162] such as phosphorylation [163, 164], acetylation 
[165], and glycosylation [166-169]. For many of the more than 200 enzymatic modifica-
tions of protein structures, the identification via MS is relatively straightforward as 
according mass-differences of a peptide can be visualized in MS or MS/MS spectra. 
This can be complicated by low dynamic ranges and liability of the modifications 
as well as by suppression of ionization, thus requiring a specific preparation. Par-
ticularly the direct MS characterization of glycan structures from intact proteins or 
protein digests is still a challenge [170]. With databases of glycan structures (such as 
glycoworkbench [171]), and novel MS strategies suitable and faster methods for the 
analysis of such microheterogeneities are currently being developed.
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Both, MS and MS/MS spectra, are utilized for relative mass spectrometric 
protein quantifications, based on chemical protein- or peptide labeling or label-free 
approaches. ICAT (isotope-coded affinity tags [172]), ICPL (isotope-coded protein 
labels [173]), and iTRAQ (isobaric tag for relative and absolute quantitation [174, 175]) 
are well established in vitro labeling strategies. Further developments of labels offer 
the possibility to perform 4- or 8-plex approaches, allowing a simultaneous identifica-
tion and quantification of proteins from up to 8 samples. For cell cultures growing in 
chemically defined media the metabolic/in vivo labeling approach via SILAC (stable 
isotope labeling by amino acids in cell culture) [176] offers a reliable strategy for the 
relative quantification of 2 or more samples. The main advantage of this method is 
that there is no additional variance introduced due to sample handling because the 
pooling is done right after cell sampling before protein extraction.

With the latest generations of mass spectrometers and according bioinformatics 
tools, convenient and fast label-free protein quantification procedures were evolved. 
Samples are measured directly after digest (without labeling) in replicate nanoLC-ESI-
MS runs for relative quantification using for instance the free software “maxquant” 
(www.maxquant.org) or commercial packages such as the label-free MS application 
from Bruker Daltoniks. More complex is the determination of absolute protein quanti-
ties, requiring internal peptide or protein standards. Examples are the AQUA method 
(absolute quantification of proteins and phosphoproteins [177]), QconCAT [178] or 
absolute SILAC [179]. Finally, the targeted characterization or even quantification of 
protein modifications, such as phosphorylation and glycosylation, requires specific 
strategies and is highly labor-intensive [168, 180-183], but in combination with the 
detection of protein abundances completes the picture of the current state of investi-
gated cells.

5.2.5.3 Proteomic Investigations of Animal Cell Cultures
In the last decade, increasing efforts were made to detect changes on proteome level 
for elucidation of the cellular background of producer cell lines (especially CHO-
cells). Traditionally, many 2-DE proteomics experiments were applied for differential 
protein expression analysis – with more or less high variation in the number of sig-
nificantly regulated proteins. This, on the one hand, is depending on the compared 
cell state or treatment of the culture but, on the other hand, can be traced back to 
technical differences such as the protein extraction procedure, pH- and mass range of 
gels, labeling, software evaluation, statistical calculations, and of course applied MS 
technique. In the following, we will discuss studies performed on protein producing 
cell lines, mainly hybridoma and CHO cells.
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The Butyrate Effect in the Focus of Proteomic Investigations
One of the most frequently studied experimental conditions for cells used in protein 
production is the effect of butyrate treatment on the productivity of both, mouse 
hybridoma and CHO cells. The addition of butyrate is frequently used to temporarily 
increase the specific productivity of such industrial production cell lines [184-186]. 
One conclusion drawn from these studies is that changes arising in the protein pro-
cessing machinery have a major impact on productivity, which is in part comparable 
to result observed with glucose limitation in CHO cells [187]. In [184] most regulated 
proteins are derived from the functional group of cytoskeleton (6) and nucleotide bio-
synthetic enzymes (5), followed by three proteins derived from the groups folding or 
translation. In [185] also GRPs and HSPs were detected in the 2DE approach (in mul-
tiple spots) next to cytoskeleton or proteins involved in translation. Notably, there is 
evidence for a regulation of GRP78 by HDAC and hence HDAC inhibitors [188].

With the assumption that butyrate might have an (indirect) effect on histone 
modification, it will be interesting to trace epigenetic shifts on DNA methylation level 
[189] as well as on the histone modification level [190]. Such a detailed MS characteri-
zation of protein modifications needs multiple complementary approaches to obtain 
the entire picture of cellular regulation, however, adequate MS techniques could 
provide interesting information on this topic in the near future.

Thus, in some parts the butyrate effects could be elucidated by -omics data, 
but the exact interplay of metabolic and regulatory elements that leads to increased 
protein production is little understood. Further proteome data, combined with other 
–omics data, from butyrate treatment, glucose limitation, and media compounds 
leading to higher productivity should help to find putative intersections between the 
different effects on CHO cells that lead to increased productivity.

Comparison of Industrially Relevant Producer Cell Lines with Respect to Growth and 
Productivity
In 2007, Meleady published an overview of large-scale mammalian producer cell line 
experiments, varying from comparison of low and high producers to experiments 
with media supplementation, temperature changes, or also metabolic shifts [191]. 
Herein reviewed works and recently published studies range from the metabolic shift 
of cells, observed when cells are cultivated at different steady state ratios of glucose 
consumption to lactate production [192] or under glucose limitation [193], the effect of 
the overexpression of antiapoptotic proteins [194, 195], changes associated with long-
term cultivation [196], to comparisons of different levels of productivity [197]. The 
later study was extended by further functional analysis to find correlations between 
productivity and relative protein abundances in functional protein classes [198]. In a 
comprehensive approach, using DNA microarray, 2DE and iTRAQ data for the compar-
ison of 11 antibody producing NS0 cell lines, a more holistic view on cellular events 
was obtained [199]. Here, a network analysis was performed showing that protein 
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synthesis pathways were altered in high producers at both, transcriptome and pro-
teome levels, including genes that exhibited inconsistent trends between transcript 
and protein levels. Similar approaches that combine transcriptome and proteome 
profiling were performed to understand the biology of high productivity or high 
growth rates in CHO cells [71, 200]. Repeatedly, a basic lack of correlation between 
mRNA and protein regulations is reported. Detailed data evaluation, e.g., on the level 
of functional groups, finally leads to interesting insight in cellular events, and for 
instance a role of biosynthesis elements but also chromatin modifying genes or pro-
teins were reported [200]. Doolan and coworkers could reduce their list of genes and 
proteins after comparative transcriptomic and proteomic evaluation to an overlap 
of 21 candidates. A detailed analysis identified, amongst others, valosin-containing 
protein (VCP) as an interesting key player in the difference of fast to slower growing 
CHO cultures [71]. A similar approach by the same group led to the identification of 
productivity associated genes and proteins [201]. Additional studies investigated the 
effect of temperature shift during production processes [202, 203], on osmoprotective 
effects of substances (glycine betaine) [204], the response of CHO cells to medium 
supplementation with hydrolysates [205], apoptosis in CHO cells during prolonged 
cultivation [206], host cell protein impurities [207], the effect of miRNA engineering 
on cells [208], as well as specific techniques for the identification of the CHO cell 
secretome [209].

Recent Developments
Until 2012, the major bottleneck in work with CHO proteomics was the lack of Chinese 
hamster or CHO sequence data for protein identification and characterization. Hence, 
most protein identifications until then were based on homologous proteins from 
other rodentia or mammals. In 2012, 3 groups working with CHO cells demonstrated 
that the recently available CHO specific sequence information remarkably improved 
MS based protein identifications of CHO cells by up to 50 %, depending on the sample 
source and methods used [210]. Additionally, the confidence for a lot of identifica-
tions was increased. This gives reason to expect that for instance putative intersec-
tions between butyrate and glucose limitation effects on CHO cells or other culture 
treatments leading to high productivity, may be clarified in near future with further  
–omics approaches based on a novel generation of MS instruments and bioinformat-
ics tools on the basis of a CHO sequence database [211, 212]. Recently, a comprehensive 
CHO protein MS identification work was published, based on both, 2DE spot identifi-
cations and tandem MS measurements of complex protein samples after fractionation 
[213]. Currently, data of more than 6,000 protein identifications is being implemented 
at www.CHOgenome.org.
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5.2.5.4 Perspectives of Proteomics of Producer Cell Lines
During the last years, various gel- and MS-based proteomics approaches yielded val-
uable insights in CHO cell regulation. Future techniques with improved MS instru-
ments and evaluation software will provide tools that allow moving forward from 
hitherto predominantly relative protein quantifications of only a set of proteins 
toward comprehensive views on cellular activities. To achieve this aim, reliable gel-
based approaches have to be complemented by direct MS quantification methods via 
labeled and unlabeled approaches with nanoLC-MS and by improved cell or protein 
fractionation techniques. Together optimized methods could bring future proteomics 
technologies closer to a level that today already is realized in genome and transcrip-
tome analysis. Additional efforts will be necessary to elucidate protein modifications, 
activities, interactions, transport, and subcellular localizations, together with the 
development of adequate bioinformatics tools for data evaluation, integration of the 
complex cellular events, and modelling. Moreover, for fast quality controls of protein 
products, methods are required that allow direct ESI-MS analysis of intact product or 
fast procedures for glyco-peptide characterization during cultivation processes.

5.2.6. Integration of Different -omics Technologies

In the previous sections and chapters, different layers of regulation that are in action 
in a cell were presented. The challenge for the upcoming years will be the integra-
tion of these different layers into a single, comprehensive, and integrated model of 
the cell to enable a holistic understanding of cellular processes under culture condi-
tions and during protein production. Such a comprehensive view of the cell and its 
complex regulatory network, also called systems biotechnology, should enable better 
control over those process relevant properties that determine the economic fate of a 
production process, and, maybe even more importantly, the product quality of the 
resulting therapeutic protein. Despite the advances achieved so far, the complexity of 
regulation of the mammalian genome is huge, with new layers of regulation starting 
to emerge only recently, such as other types of noncoding RNAs [214]. The release of 
genomic information for CHO cell lines has increased the possibilities enormously, 
making this an exciting time to be working in the area.

References
[1] Finkle B. New Medicines from Industry. J Chem Technol Biotechnol 1988;43:313-27.
[2] Aggarwal S. What’s fueling the biotech engine 2010 to 2011. Nat Biotechnol 2011;29:1083-9.
[3] Wurm FM. Production of recombinant protein therapeutics in cultivated mammalian cells. Nat 

Biotechnol 2004;22:1393-8.
[4] Porter AJ, Racher AJ, Preziosi R, et al. Strategies for selecting recombinant CHO cell lines 

for cGMP manufacturing: improving the efficiency of cell line generation. Biotechnol Progr 
2010;26:1455-64.



 

358   5 Basic Aspects of Animal Cell Cultivation

[5] Pilbrough W, Munro TP, Gray P. Intraclonal protein expression heterogeneity in recombinant 
CHO cells. PLoS One 2009;4:e8432.

[6] Lederberg J, McCray AT. ‘Ome Sweet ‘Omics--a genealogical treasury of words. Scientist 
2001;15(7):8.

[7] Yang F, O’Brien PC, Ferguson-Smith MA. Comparative chromosome map of the laboratory 
mouse and Chinese hamster defined by reciprocal chromosome painting. Chromosome Res 
2000;8(3):219-27.

[8] Bankier AT. Shotgun DNA sequencing. Methods Mol Biol 2001;167:89-100.
[9] Shendure J, Ji H. Next-generation DNA sequencing. Nat Biotechnol 2008;26(10):1135-45.
[10] Sanger F, Nicklen S, Coulson AR. DNA sequencing with chain-terminating inhibitors. Proc Natl 

Acad Sci USA 1977;74(12):5463-7.
[11] Simon SA, Zhai J, Nandety RS, et al. Short-read sequencing technologies for transcriptional 

analyses. Annu Rev Plant Biol 2009;60:305-333.
[12] Marques-Bonet T, Ryder OA, Eichler EE. Sequencing primate genomes: what have we learned? 

Annu Rev Genomics Hum Genet 2009;10:355-86.
[13] Xu X, Nagarajan H, Lewis NE, et al. The genomic sequence of the Chinese hamster ovary 

(CHO)-K1 cell line. Nat Biotechnol 2011;29(8):735-41.
[14] Hammond S, Swanberg JC, Kaplarevic M, Lee KH. Genetic sequencing and analysis of a Chinese 

hamster ovary cell line using Illumina sequencing technology. BMC Genomics 2011;12:67.
[15] Metzker ML. Sequencing technologies - the next generation. Nat Rev Genet 2010;11(1):31-46.
[16] Ledergerber C, Dessimoz C. Base-calling for next-generation sequencing platforms. Brief 

Bioinform 2011;12(5):489-97.
[17] Kumar S, Blaxter ML. Comparing de novo assemblers for 454 transcriptome data. BMC 

Genomics 2010,11:571.
[18] Jarvie T, Harkins T. De novo assembly and genomic structural variation analysis with genome 

sequencer FLX 3K long-tag paired end reads. Biotechniques 2008;44(6):829-31.
[19] Droege M, Hill B. The Genome Sequencer FLX System--longer reads, more applications, straight 

forward bioinformatics and more complete data sets. J Biotechnol 2008;136(1-2):3-10.
[20] Becker J, Hackl M, Rupp O et al. Unraveling the Chinese hamster ovary cell line transcriptome by 

next-generation sequencing. J Biotechnol 2011;156(3):227-35.
[21] Wlaschin KF, Nissom PM, et al. EST sequencing for gene discovery in Chinese hamster ovary 

cells. Biotechnol Bioen. 2005;91(5):592-606.
[22] Kantardjieff A, Nissom PM, Chuah SH, et al. Developing genomic platforms for Chinese hamster 

ovary cells. Biotechnol Adv 2009;27(6):1028-35.
[23] Birzele F, Schaub J, Rust W, et al. Into the unknown: expression profiling without 

genome sequence information in CHP by next generation sequencing. Nucleic Acids Res 
2010;38(12):3999-4010.

[24] Jenkins N, Parekh RB, James DC. Getting the glycosylation right: implications for the 
biotechnology industry. Nat Biotechnol 1996;14(8):975-81.

[25] Cao Y, Kimura S, Itoi T, et al. Construction of BAC-based physical map and analysis of 
chromosome rearrangement in Chinese hamster ovary cell lines. Biotechnol Bioeng 
2012;109(6):1357-67.

[26] Lewis NE, Liu X, Li Y, et al. Genomic landscapes of Chinese hamster ovary cell lines as revealed 
by the Cricetulus griseus draft genome. Nat Biotechnol 2013;31(8):759-65.

[27] Brinkrolf K, Rupp O, Laux H, et al. Chinese Hamster genome sequenced from sorted 
chromosomes. Nat Biotechnol 2013:in press.

[28] Partridge MA, Davidson MM, Hei TK. The complete nucleotide sequence of Chinese hamster 
(Cricetulus griseus) mitochondrial DNA. DNA Seq 2007;18(5):341-6.



 

 5.2 Functional -Omics for Cell Lines and Processes   359

[29] Hammond S, Kaplarevic M, Borth N, et al. Chinese Hamster Genome Database: An 
Online Resource for the CHO Community at www.CHOgenomics.org. Biotechnol Bioeng 
2012;109:1353-6.

[30] Miller MB, Tang YW. Basic concepts of microarrays and potential applications in clinical 
microbiology. Clin Microbiol Rev 2009,22:611-33.

[31] Dolan PL, Wu Y, Ista LK, et al. Robust and efficient synthetic method for forming DNA 
microarrays. Nucleic Acids Res 2001,29:E107-107.

[32] Fodor SP, Read JL, Pirrung MC, et al. Light-directed, spatially addressable parallel chemical 
synthesis. Science 1991,251:767-73.

[33] Dalma-Weiszhausz DD, Warrington J, Tanimoto EY, et al. The affymetrix GeneChip platform: an 
overview. Methods Enzymol 2006,410:3-28.

[34] Sasik R, Woelk CH, Corbeil J. Microarray truths and consequences. J Mol Endocrinol 
2004,33:1-9.

[35] Tomiuk S, Hofmann K. Microarray probe selection strategies. Brief Bioinform 2001,2:329-40.
[36] Schena M, Shalon D, Davis RW, et al. Quantitative monitoring of gene expression patterns with 

a complementary DNA microarray. Science 1995,270:467-70.
[37] Tang T, Francois N, Glatigny A, et al. Expression ratio evaluation in two-colour microarray 

experiments is significantly improved by correcting image misalignment. Bioinformatics 
2007,23:2686-91.

[38] Schulze A, Downward J. Navigating gene expression using microarrays--a technology review. 
Nat Cell Biol 2001,3:E190-5.

[39] Muyal JP, Singh SK, Fehrenbach H. DNA-microarray technology: comparison of methodo-
logical factors of recent technique towards gene expression profiling. Crit Rev Biotechnol 
2008,28:239-51.

[40] Allison DB, Cui X, Page GP, et al. Microarray data analysis: from disarray to consolidation and 
consensus. Nat Rev Genet 2006,7:55-65.

[41] Okoniewski MJ, Miller CJ. Hybridization interactions between probesets in short oligo 
microarrays lead to spurious correlations. BMC Bioinformatics 2006,7:276.

[42] Tseng GC, Oh MK, Rohlin L, et al. Issues in cDNA microarray analysis: quality filtering, channel 
normalization, models of variations and assessment of gene effects. Nucleic Acids Res 
2001;29:2549-57.

[43] Marioni JC, Mason CE, Mane SM, et al. RNA-seq: an assessment of technical reproducibility and 
comparison with gene expression arrays. Genome Res 2008,18:1509-17.

[44] Vera JC, Wheat CW, Fescemyer HW, et al. Rapid transcriptome characterization for a nonmodel 
organism using 454 pyrosequencing. Mol Ecol 2008,17:1636-47.

[45] Wang Z, Gerstein M, Snyder M. RNA-Seq: a revolutionary tool for transcriptomics. Nat Rev Genet 
2009,10:57-63.

[46] Pickrell JK, Marioni JC, Pai AA, et al. Understanding mechanisms underlying human gene 
expression variation with RNA sequencing. Nature 2010,464:768-72.

[47] Mortazavi A, Williams BA, McCue K, et al. Mapping and quantifying mammalian transcriptomes 
by RNA-Seq. Nat Meth 2008,5:621-8.

[48] Sultan M, Schulz MH, Richard H, et al. A global view of gene activity and alternative splicing by 
deep sequencing of the human transcriptome. Science 2008,321:956-60.

[49] Wang Y, Ghaffari N, Johnson CD, et al. Evaluation of the coverage and depth of transcriptome by 
RNA-Seq in chickens. BMC Bioinformatics 2011,12(10):S5.

[50] Cloonan N, Forrest AR, Kolle G, et al. Stem cell transcriptome profiling via massive-scale mRNA 
sequencing. Nat Meth 2008,5:613-9.

[51] Ozsolak F, Milos PM. RNA sequencing: advances, challenges and opportunities. Nat Rev Genet 
2011,12:87-98.



 

360   5 Basic Aspects of Animal Cell Cultivation

[52] Ozsolak F, Milos PM. Single-molecule direct RNA sequencing without cDNA synthesis. Wiley 
Interdiscip Rev RNA 2011,2:565-70.

[53] Chen D, Patton JT. Reverse transcriptase adds nontemplated nucleotides to cDNAs during 
5’-RACE and primer extension. Biotechniques 2001,30:574-580-2.

[54] Roberts JD, Preston BD, Johnston LA, et al. Fidelity of two retroviral reverse transcriptases during 
DNA-dependent DNA synthesis in vitro. Mol Cell Biol 1989,9:469-76.

[55] Ozsolak F, Platt AR, Jones DR, et al. Direct RNA sequencing. Nature 2009,461:814-8.
[56] Kogenaru S, Qing Y, Wang N. RNA-seq and microarray complement each other in transcriptome 

profiling. Bmc Genomics 2012;13,629.
[57] Minguez P, Dopazo J. Assessing the biological significance of gene expression signatures and 

co-expression modules by studying their network properties. PLoS One 2011,6:e17474.
[58] Jaluria P, Chu C, Betenbaugh M, et al. Cells by design: a mini-review of targeting cell 

engineering using DNA microarrays. Mol Biotechnol 2008,39:105-11.
[59] Gupta P, Lee KH. Genomics and proteomics in process development: opportunities and 

challenges. Trends Biotechnol 2007,25:324-30.
[60] Griffin TJ, Seth G, Xie H, et al. Advancing mammalian cell culture engineering using 

genome-scale technologies. Trends Biotechnol 2007,25:401-8.
[61] Korke R, Gatti Mde L, Lau AL, et al. Large scale gene expression profiling of metabolic shift of 

mammalian cells in culture. J Biotechnol 2004,107:1-17.
[62] Khoo SH, Falciani F, Al-Rubeai M. A genome-wide transcriptional analysis of producer and 

non-producer NS0 myeloma cell lines. Biotechnol Appl Biochem 2007,47:85-95.
[63] Swiderek H, Al-Rubeai M. Functional genome-wide analysis of antibody producing NS0 cell line 

cultivated at different temperatures. Biotechnol Bioeng 2007,98:616-30.
[64] Baik JY, Lee MS, An SR, et al. Initial transcriptome and proteome analyses of low culture 

temperature-induced expression in CHO cells producing erythropoietin. Biotechnol Bioeng 
2006,93:361-71.

[65] Yee JC, Gerdtzen ZP, Hu WS. Comparative transcriptome analysis to unveil genes affecting 
recombinant protein productivity in mammalian cells. Biotechnol Bioeng 2009,102:246-63.

[66] Shen D, Sharfstein ST. Genome-wide analysis of the transcriptional response of murine 
hybridomas to osmotic shock. Biotechnol Bioeng 2006,93:132-45.

[67] De Leon Gatti M, Wlaschin KF, Nissom PM, et al. Comparative transcriptional analysis of mouse 
hybridoma and recombinant Chinese hamster ovary cells undergoing butyrate treatment.  
J Biosci Bioeng 2007,103:82-91.

[68] Yee JC, de Leon Gatti M, Philp RJ, et al. Genomic and proteomic exploration of CHO and 
hybridoma cells under sodium butyrate treatment. Biotechnol Bioeng 2008,99:1186-204.

[69] Wong DC, Wong KT, Lee YY, et al. Transcriptional profiling of apoptotic pathways in batch and 
fed-batch CHO cell cultures. Biotechnol Bioeng 2006,94:373-82.

[70] Wong DC, Wong KT, Nissom PM, et al. Targeting early apoptotic genes in batch and fed-batch 
CHO cell cultures. Biotechnol Bioeng 2006,95:50-361.

[71] Doolan P, Meleady P, Barron N, et al. Microarray and proteomics expression profiling identifies 
several candidates, including the valosin-containing protein (VCP), involved in regulating high 
cellular growth rate in production CHO cell lines. Biotechnol Bioeng 2010,106:42-56.

[72] Jaluria P, Betenbaugh M, Konstantopoulos K, et al. Enhancement of cell proliferation in various 
mammalian cell lines by gene insertion of a cyclin-dependent kinase homolog. BMC Biotechnol 
2007,7:71.

[73] Allison DW, Aboytes KA, Fong DK, et al. Development and optimization of cell culture media- 
genomic and proteomic approaches. BioProcess Int 2005,3:2-7.



 

 5.2 Functional -Omics for Cell Lines and Processes   361

[74] Jaluria P, Konstantopoulos K, Betenbaugh M, et al. Egr1 and Gas6 facilitate the adaptation of 
HEK-293 cells to serum-free media by conferring enhanced viability and higher growth rates. 
Biotechnol Bioeng 2008,99:1443-52.

[75] Wong VV, Nissom PM, Sim SL, et al. Zinc as an insulin replacement in hybridoma cultures. 
Biotechnol Bioeng 2006,93:553-63.

[76] Bailey JE, Sburlati A, Hatzimanikatis V, et al. Inverse metabolic engineering: a strategy for 
directed genetic engineering of useful phenotypes. Biotechnol Bioeng 2002,79:568-79.

[77] Kuystermans D, Krampe B, Swiderek H, et al. Using cell engineering and omic tools for the 
improvement of cell culture processes. Cytotechnology 2007,53:3-22.

[78] Hernandez Bort JA, Hackl M, Höflmayer H, et al. Dynamic mRNA and miRNA profiling of CHO-K1 
suspension cell cultures. Biotechnol J 2012,7:500-15.

[79] Carlage T, Kshirsagar R, Zang L, et al. Analysis of dynamic changes in the proteome of a Bcl-XL 
overexpressing Chinese Hamster Ovary cell culture during exponential and stationary phases. 
Biotechnol Progr 2012;28(3):814-23.

[80] Wong DCF, Wong NSC, Goh JSY, et al. Profiling of N-glycosylation gene expression in CHO cell 
fed-batch cultures. Biotechnol Bioeng 2010;107(3):516-28.

[81] Hobert O. Gene regulation by transcription factors and miRNAs. Science 
2008;319(5871):1785-16.

[82] Mallanna SK, Rizzino A. Emerging roles of miRNAs in the control of embryonic stem cells and 
the generation of pluripotent stem cells. Dev Biol 2010;344(1):16-25.

[83] Madanecki P, Kapoor N, Bebok Z, et al. Regulation of angiogenesis by hypoxia: the role of 
miRNA. Cell Mol Biol Lett 2013;18(1):47-57.

[84] Müller D, Katinger H, Grillari J. MiRNAs as targets for engineering of CHO cell factories.  
Trends Biotechnol 2008;26(7):359-65.

[85] Hackl M, Borth N, Grillari J. miRNAs – pathway engineering of CHO cell factories that avoids 
translational burdening. Trends Biotechnol 2012;30(8):405-6.

[86] Shukla GC, Singh J, Barik S. miRNAs: Processing, maturation, target recognition and regulatory 
functions. Mol Cell Pharmacol 2011;3(3):83-92.

[87] Griffiths-Jones S. mirBase: miRNA sequences and annotation. Curr Protoc Bioinformatics 
2010;12:12.9.1-10.

[88] Flynt AS, Lai EC. Biological principles of miRNA-mediated regulation: shared themes amid 
diversity. Nat Rev Genet 2008;9(11):31-842.

[89] Chi SW, Zang JB, Mele A, et al. Argonaute HITS-CLIP decodes miRNA-mRNA interaction maps. 
Nature 2009;460(7254):479-86.

[90] Jing Q, Huang S, Guth S, et al. Involvement of miRNA in AU-rich element-mediated mRNA in 
AU-rich element-mediated mRNA instability. Cell 2005;12(5):623-34.

[91] Friedman RC, Farh KK, Burge CB, et al. Most mammalian mRNAs are conserved targets of 
miRNAs. Genome Res 2009;19(1):92-105.

[92] Arvey A, Larsson E, Sander C, et al. Target mRNA abundance dilutes miRNA and siRNA activity. 
Mol Syst Biol 2010;6:363.

[93] Mullokandov G, Baccarini A, Ruzo A, et al. High-throughput assessment of miRNA activity and 
function using miRNA sensor and decoy libraries. Nat Methods 2012;9(8):840-6.

[94] Lagos-Quintana M, Rauhut R, Yalcin A, et al. Identification of tissue-specific miRNAs from 
mouse. Curr Biol 2002;12(9):735-9.

[95] Medina PP, Nolde M, Slack FJ. OncomiR addiction in an in vivo model of miRNA-21-induced 
pre-B-cell lymphoma. Nature 2010;467(7311):86-90.

[96] Dellago H, Preschitz-Kammerhofer B, Terlecki-Zaniewicz L, et al. High levels of oncomiR-21 
contribute to the senescence-induced growth arrest in normal human cells and its knock-down 
increases the replicative lifespan. Aging Cell 2013(12):3:446-58.



 

362   5 Basic Aspects of Animal Cell Cultivation

[97] Meyer SU, Pfaffl MW, Ulbrich SE. Normalization strategies for miRNA profiling experiments:  
a ‘normal’ way to a hidden layer of complexity? Biotechnol Lett 2010;32(12):1777-88.

[98] Castoldi M, Schmidt S, Benes V, et al. miChip: an array-based method for miRNA expression 
profiling using locked nucleic acid capture probes. Nat Protoc 2008;3(2):321-29.

[99] Beuvink I, Kolb FA, Budach, W et al. A novel microarray approach reveals new tissue-specific 
signatures of known and predicted mammalian miRNAs. Nucleic Acids Res 2007;35(7):e52.

[100] Schmittgen TD, Lee EJ, Jiang J, et al. Real-time PCR quantification of precursor and mature 
miRNA. Methods 2008;44(1):31-8.

[101] Chen Y, Gelfond JA, McManus LM, et al. Reproducibility of quantitative RT-PCR array in miRNA 
expression profiling and comparison with microarray analysis. BMC Genomics 2009;10:407.

[102] Bustin SA, Benes V, Garson JA, et al. The MIQE guidelines: minimum information for 
publication of quantitative real-time PCR experiments. Clin Chem 2009;55(4):611-22.

[103] Nelson PT, Baldwin DA, Scearce LM, et al. Microarray-based, high-throughput gene expression 
profiling of miRNAs. Nat Methods 2004;1(2):155-61.

[104] Thomson JM, Parker J, Perou CM, et al. A custom microarray platform for analysis of miRNA 
gene expression. Nat Methods 2004;1(1):47-53.

[105] Git A, Dvinge H, Salmon-Divon M, et al. Systematic comparison of microarray profiling, 
real-time PCR, and next-generation sequencing technologies for measuring differential miRNA 
expression. RNA 2010;16(5):991-1006.

[106] Pradervand S, Weber J, Lemoine F, et al. Concordance among digital gene expression, 
microarrays, and qPCR when measuring differential expression of miRNAs. Biotechniques 
2010;48(3):219-22.

[107] Nonne N, Ameyar-Zazoua M, Souidi M, et al. Tandem affinity purification of miRNA target 
mRNAs (TAP-Tar). Nucleic Acid Res 2010;38(4):e20.

[108] Licatolosi DD, Mele A, Fak JJ, et al. HITS-CLIP yields genome-wide insights into brain 
alternative RNA processing. Nature 2008;456(7221):464-9.

[109] Haecker I, Gay LA, Yang Y, et al. Ago HITS-CLIP expands understanding of Kaposi’s sarcoma-
associated herpesvirus miRNA function in primary effusion lymphomas. PLOS Pathol 
2012;8(8):e1002884.

[110] Hsieh WJ, Wang H. Human miRNA target identification by RRSM. J Theor Biol 
2011;286(1):79-84.

[111] Gammell P, Barron N, Kumar N, et al. Initial identification of low temperature and culture stage 
induction of miRNA expression in suspension CHO-K1 cells. J Biotechnol 2007;130(3):213-8.

[112] Hackl M, Jakobi T, Blom J, et al. Next-generation sequencing of the Chinese hamster ovary 
miRNA transcriptome: Identification, annotation and profiling of miRNAs as targets for cellular 
engineering. J Biotechnol 2011;153(1-2):62-75.

[113] Johnson KC, Jacob NM, Nissom PM, et al. Conserved miRNAs in Chinese hamster ovary cell 
lines. Biotechnol Bioeng 2011;108(2):475-80.

[114] Hackl M, Jadhav V, Jakobi T, et al. Computational identification of miRNA gene loci and 
precursor miRNA sequences in CHO cell lines. J Biotechnol 2012;158(3):151-5.

[115] Jadhav V, Hackl M, Hernandez Bort JA, et al. A screening method to assess biological effects of 
miRNA overexpression in Chinese hamster ovary cells. Biotechnol Bioeng 2012;10(6):1376-85.

[116] Klanert G, Jadhav V, Chanoumidou K, et al. Endogenous miRNA clusters outperform chimeric 
sequence Clusters in Chinese Hamster Ovary cells. Biotechnol J 2013;9(4):538-44.

[117] Ebert MS, Sharp PA. MiRNA sponges: progress and possibilities. RNA 2010;16(11):2043-50.
[118] Haraguchi T, Ozaki O, Iba H. Vectors expressing efficient RNA decoys achieve the long-term 

suppression of specific miRNA activity in mammalian cells. Nucleic Acids Res 2009;37(6):e43.
[119] Hansen TB, Jensen TI, Clausen BH, et al. Circular RNAs are a large class of animal RNAs with 

regulatory potency. Nature 2013;495(7441):333-8.



 

 5.2 Functional -Omics for Cell Lines and Processes   363

[120] Barron N, Sanchez N, Kelly P, et al. miRNAs: tiny targets for engineering CHO cell phenotypes? 
Biotechnol Lett 2011;33:11-21.

[121] Jadhav V, Hackl M, Druz A, et al. CHO miRNA engineering is growing up: Recent successes and 
future challenges. 2013;31(8):1501-13.

[122] Gerstl MP, Hackl M, Graf AB, et al. Prediction of transcribed PIWI-interacting RNAs from CHO 
RNAseq data. J Biotechnol 2013;166(1-2):51-7.

[123] Wilkins MR, Sanchez JC, Gooley AA, et al. Progress with proteome projects: why all proteins 
expressed by a genome should be identified and how to do it. Biotechnol. Genet Eng Rev 
1996;13:19-50.

[124] Jensen ON. Modification-specific proteomics: characterization of post-translational modifi-
cations by mass spectrometry. Curr Opin Chem Biol 2004,8:33-41.

[125] Walsh CT, Garneau-Tsodikova S, Gatto GJ. Protein posttranslational modifications: the 
chemistry of proteome diversifications. Angew Chem Int Ed Engl 2005;44:7342-72.

[126] Dreger M. Proteome analysis at the level of subcellular structures. Eur J Biochem 
2003;270:589-99.

[127] Simpson RJ. Proteins and proteomics - A laboratory manual. Cold Spring Harbor Laboratory 
Press; 2003.

[128] Schräder E, Scholz S, Sandig V, et al. Analysis of the mitochondrial subproteome of the human 
cell line AGE1.HN – a contribution to a systems biology approach. BMC Proc 2011;5(8):P86.

[129] Boersema PJ, Mohammed S, Heck AJR. Phosphopeptide fragmentation and analysis by mass 
spectrometry. J Mass Spectrom 2009;44:861-78.

[130] Schulze WX. Proteomics approaches to understand protein phosphorylation in pathway 
modulation. Curr Opin Plant Biol 2010;13:280-7.

[131] Ongay S, Boichenko A, Govorukhina N, et al. Glycopeptide enrichment and separation for 
protein glycosylation analysis. J Sep Sci 2012;35:2341-72.

[132] Wuhrer M. Glycomics using mass spectrometry. Glycoconj J 2013;30:11-22.
[133] Thaysen-Andersen M, Mysling S, Højrup P. Site-specific glycoprofiling of N-linked 

glycopeptides using MALDI-TOF MS. strong correlation between signal strength and glycoform 
quantities. Anal Chem 2009;81:3933-43.

[134] Jankowski A, Zhu P, Marshall JG. Capture of an activated receptor complex from the surface of 
live cells by affinity receptor chromatography. Anal Biochem 2008;380:235-48.

[135] Bantscheff M, Hopf C, Savitski MM, et al. Chemoproteomics profiling of HDAC inhibitors 
reveals selective targeting of HDAC complexes. Nat Biotechnol 2011;29:255-65.

[136] O’Farrell PH. High resolution two-dimensional electrophoresis of proteins. J Biol Chem 
1975;250:4007-21.

[137] Klose J. Protein mapping by combined isoelectric focusing and electrophoresis of mouse 
tissues. A novel approach to testing for induced point mutations in mammals. Humangenetik 
1975;26:231-43.

[138] Bjellqvist B, Ek K, Righetti PG, et al. Isoelectric focusing in immobilized pH gradients: 
principle, methodology and some applications. J Biochem Biophys Methods 1982;6:317-39.

[139] Patterson SD, Aebersold RH. Proteomics: the first decade and beyond. Nat Genet 
2003;33:311-23.

[140] Berth M, Moser FM, Kolbe M, et al. The state of the art in the analysis of two-dimensional gel 
electrophoresis images. Appl Microbiol Biotechnol 2007;76:1223-43.

[141] Blum H, Beier H, Gross HJ. Improved silver staining of plant proteins, RNA and DNA in 
polyacrylamide gels. Electrophoresis 1987;8:93-9.

[142] Berth M, Moser FM, Kolbe M, et al. The state of the art in the analysis of two-dimensional gel 
electrophoresis images. Appl Microbiol Biotechnol 2007;76:1223-43.



 

364   5 Basic Aspects of Animal Cell Cultivation

[143] Gharahdaghi F, Weinberg CR, Meagher DA, et al. Mass spectrometric identification of proteins 
from silver-stained polyacrylamide gel: a method for the removal of silver ions to enhance 
sensitivity. Electrophoresis 1999;20:601-5.

[144] Berth M, Moser FM, Kolbe M, et al. The state of the art in the analysis of two-dimensional gel 
electrophoresis images. Appl Microbiol Biotechnol 2007;76:1223-43.

[145] Unlü M, Morgan ME, Minden JS. Difference gel electrophoresis: a single gel method for 
detecting changes in protein extracts. Electrophoresis 1997;18:2071-7.

[146] Freeman WM, Hemby SE. Proteomics for protein expression profiling in neuroscience. 
Neurochem Res 2004;29:1065-81.

[147] Baik JY, Joo EJ, Kim YH, et al. Limitations to the comparative proteomic analysis of 
thrombopoietin producing Chinese hamster ovary cells treated with sodium butyrate.  
J Biotechnol 2008;133:461-8.

[148] Petrak J, Ivanek R, Toman O, et al.. Déjà vu in proteomics. A hit parade of repeatedly identified 
differentially expressed proteins. Proteomics 2008;8:1744-9.

[149] Granvogl B, Plöscher M, Eichacker LA. Sample preparation by in-gel digestion for mass 
spectrometry-based proteomics. Anal Bioanal Chem 2007;389:991-1002.

[150] Wu CH, Apweiler R, Bairoch A, et al. The Universal Protein Resource (UniProt): an expanding 
universe of protein information. Nucleic Acids Res. 2006;34:D187-91.

[151] Glish GL, Vachet RW. The basics of mass spectrometry in the twenty-first century. Nat Rev Drug 
Discov 2003;2:140-50.

[152] Steen H, Mann M. The ABC’s (and XYZ’s) of peptide sequencing Nat Rev Mol Cell Biol 
2004;5:699-711.

[153] Perkins DN, Pappin DJ, Creasy DM, et al. Probability-based protein identification by searching 
sequence databases using mass spectrometry data. Electrophoresis 1999;20:3551-67.

[154] MacCoss MJ, Wu CC, Yates JR. Probability-based validation of protein identifications using a 
modified SEQUEST algorithm. Anal Chem 2002;74:5593-9.

[155] Geer LY, Markey SP, Kowalak JA, et al. Open mass spectrometry search algorithm. J Proteome 
Res 2004;3:958-64.

[156] Fenyö D, Beavis RC. A method for assessing the statistical significance of mass spectrometry-
based protein identifications using general scoring schemes. Anal Chem 2003;75:768-74.

[157] Helsens K, Colaert N, Barsnes H, et al. ms_lims, a simple yet powerful open source laboratory 
information management system for MS-driven proteomics. Proteomics 2010;10:1261-4.

[158] Glish GL, Vachet RW. The basics of mass spectrometry in the twenty-first century. Nat Rev Drug 
Discov 2003;2:140-50.

[159] Steen H, Mann M. The ABC’s (and XYZ’s) of peptide sequencing. Nat Rev Mol Cell Biol 
2004;5:699-711.

[160] Domon B, Aebersold R. Mass spectrometry and protein analysis. Science 2006;312:212-7.
[161] Yates JR, Ruse CI, Nakorchevsky A. Proteomics by mass spectrometry: approaches, advances, 

and applications. Annu Rev Biomed Eng 2009;11:49-79.
[162] Walsh CT, Garneau-Tsodikova S, Gatto GJ. Protein posttranslational modifications. the 

chemistry of proteome diversifications. Angew. Chem Int Ed Engl 2005;44:7342-72.
[163] Boersema PJ, Mohammed S, Heck AJR. Phosphopeptide fragmentation and analysis by mass 

spectrometry. J Mass Spectrom 2009;44:861-78.
[164] Schulze WX. Proteomics approaches to understand protein phosphorylation in pathway 

modulation. Curr Opin Plant Biol 2010;13:280-7.
[165] Cuomo A, Moretti S, Minucci S, et al. SILAC-based proteomic analysis to dissect the “histone 

modification signature” of human breast cancer cells. Amino Acids 2011;41:387-99.
[166] Ongay S, Boichenko A, Govorukhina N, et al. Glycopeptide enrichment and separation for 

protein glycosylation analysis. J Sep Sci 2012;35:2341-72.



 

 5.2 Functional -Omics for Cell Lines and Processes   365

[168] Wuhrer M. Glycomics using mass spectrometry. Glycoconj J 2013;30:11-22.
[169] Thaysen-Andersen M, Mysling S, Højrup P. Site-specific glycoprofiling of N-linked 

glycopeptides using MALDI-TOF MS: strong correlation between signal strength and glycoform 
quantities. Anal Chem 2009;81:3933-43.

[170] Wuhrer M. Glycomics using mass spectrometry. Glycoconj J 2013;30:11-22.
[171] Damerell D, Ceroni A, Maass K, et al. The GlycanBuilder and GlycoWorkbench glycoinformatics 

tools: updates and new developments. Biol Chem 2012;393:1357-62.
[172] Gygi SP, Rist B, Gerber SA, etr al. Quantitative analysis of complex protein mixtures using 

isotope-coded affinity tags. Nat Biotechnol 1999;17:994-9.
[173] Schmidt A, Kellermann J, Lottspeich F. A novel strategy for quantitative proteomics using 

isotope-coded protein labels. Proteomics 2005;5:4-15.
[174] Ross PL, Huang YN, Marchese JN, et al. Multiplexed protein quantitation in Saccha-

romyces cerevisiae using amine-reactive isobaric tagging reagents. Mol. Cell Proteomics 
2004;3:1154-69.

[175] Burkhart JM, Vaudel M, Zahedi RP, et al. iTRAQ protein quantification: a quality-controlled 
workflow. Proteomics 2011;11:1125-34.

[176] Ong S, Mann M. Stable isotope labeling by amino acids in cell culture for quantitative 
proteomics. Meth Mol Biol 2007;359:37-52.

[177] Gerber SA, Rush J, Stemman O, et al. Absolute quantification of proteins and phosphoproteins 
from cell lysates by tandem MS. Proc Natl Acad Sci USA 2003;100:6940-5.

[178] Pratt JM, Simpson DM, Doherty MK, et al. Multiplexed absolute quantification for 
proteomics using concatenated signature peptides encoded by QconCAT genes. Nat Protoc 
2006;1:1029-43.

[179] Hanke S, Besir H, Oesterhelt D, et al. Absolute SILAC for accurate quantitation of proteins in 
complex mixtures down to the attomole level. J Proteome Res 2008;7:1118-30.

[180] Boersema PJ, Mohammed S, Heck AJR. Phosphopeptide fragmentation and analysis by mass 
spectrometry. J Mass Spectrom 2009;44:861-78.

[181] Schulze WX. Proteomics approaches to understand protein phosphorylation in pathway 
modulation Curr Opin Plant Biol 2010;13:280-7.

[182] Thaysen-Andersen M, Mysling S, Højrup P. Site-specific glycoprofiling of N-linked 
glycopeptides using MALDI-TOF MS: strong correlation between signal strength and glycoform 
quantities. Anal Chem 2009;81:3933-43.

[183] Cuomo A, Moretti S, Minucci S, et al. SILAC-based proteomic analysis to dissect the “histone 
modification signature” of human breast cancer cells. Amino Acids 2011;41:387-99.

[184] van Dyk DD, Misztal DR, Wilkins MR, et al. Identification of cellular changes associated with 
increased production of human growth hormone in a recombinant Chinese hamster ovary cell 
line. Proteomics 2003;3:147-56.

[185] Yee JC, Gerdtzen ZP, Hu W. Comparative transcriptome analysis to unveil genes affecting 
recombinant protein productivity in mammalian cells. Biotechnol Bioeng 2009;102:246-63.

[186] Baik JY, Lee GM. A DIGE approach for the assessment of differential expression of the CHO 
proteome under sodium butyrate addition: Effect of Bcl-x(L) overexpression. Biotechnol 
Bioeng 2010;105:358-67.

[187] Wingens M, Gätgens J, Hoffrogge R, et al. Proteomic characterization of a glucose-limited 
CHO perfusion process-analysis of metabolic changes and increase in productivity. Springer; 
2010:265-9.

[188] Baumeister P, Dong D, Fu Y, et al. Transcriptional induction of GRP78/BiP by histone 
deacetylase inhibitors and resistance to histone deacetylase inhibitor-induced apoptosis. Mol 
Cancer Ther 2009;8:1086-94.



 

366   5 Basic Aspects of Animal Cell Cultivation

[189] Wippermann A, Klausing S, Rupp O, et al. Establishment of a CpG island microarray for 
analyses of genome-wide DNA methylation in Chinese hamster ovary cells. Appl Microbiol 
Biotechnol 2014;98(2):579-89.

[190] Bartke T, Vermeulen M, Xhemalce B, et al. Nucleosome-interacting proteins regulated by DNA 
and histone methylation. Cell 2010;143:470-84.

[191] Meleady P. Proteomic profiling of recombinant cells from large-scale mammalian cell culture 
processes. Cytotechnology 2007;53:23-31.

[192] Korke R, Gatti MdL, Lau ALY, et al. Large scale gene expression profiling of metabolic shift of 
mammalian cells in culture. J Biotechnol 2004;107:1-17.

[193] Wingens M, Gätgens J, Hoffrogge R, et al. Proteomic characterization of a glucose-limited 
CHO perfusion process-analysis of metabolic changes and increase in productivity. Springer; 
2010:265-9.

[194] Baik JY, Lee GM. A DIGE approach for the assessment of differential expression of the CHO 
proteome under sodium butyrate addition. Effect of Bcl-x(L) overexpression. Biotechnol 
Bioeng 2010;105:358-67.

[195] Carlage T, Hincapie M, Zang L, et al. Proteomic profiling of a high-producing Chinese hamster 
ovary cell culture. Anal Chem 2009;81:7357-62.

[196] Beckmann TF, Krämer O, Klausing S, et al. Effects of high passage cultivation on CHO cells: a 
global analysis. Appl. Microbiol Biotechnol 2012;94:659-71.

[197] Smales CM, Dinnis DM, Stansfield SH, et al. Comparative proteomic analysis of GS-NS0 
murine myeloma cell lines with varying recombinant monoclonal antibody production rate. 
Biotechnol Bioeng 2004;88:474-88.

[198] Dinnis DM, Stansfield SH, Schlatter S, et al. Functional proteomic analysis of GS-NS0 
murine myeloma cell lines with varying recombinant monoclonal antibody production rate. 
Biotechnol Bioeng 2006;94:830-41.

[199] Seth G, Philp RJ, Lau A, et al. Molecular portrait of high productivity in recombinant NS0 cells. 
Biotechnol Bioeng 2007;97:933-51.

[200] Nissom PM, Sanny A, Kok YJ, et al. Transcriptome and proteome profiling to understanding the 
biology of high productivity CHO cells. Mol Biotechnol 2006;34:125-40.

[201] Clarke C, Doolan P, Barron, et al. Predicting cell-specific productivity from CHO gene 
expression. J Biotechnol 2011;151:2:159-65.

[202] Baik JY, Lee MS, An SR, et al. Initial transcriptome and proteome analyses of low culture 
temperature-induced expression in CHO cells producing erythropoietin. Biotechnol Bioeng 
2006;93:361-71.

[203] Kantardjieff A, Jacob NM, Yee JC, et al. Transcriptome and proteome analysis of Chinese 
hamster ovary cells under low temperature and butyrate treatment. J Biotechnol 
2010;145:143-59.

[204] Kim JY, Kim Y, Lee GM. Differential in-gel electrophoresis (DIGE) analysis of CHO cells under 
hyperosmotic pressure: osmoprotective effect of glycine betaine addition. Biotechnol Bioeng 
2012;109:1395-403.

[205] Kim JY, Kim Y, Han YK, et al. Proteomic understanding of intracellular responses of 
recombinant Chinese hamster ovary cells cultivated in serum-free medium supplemented with 
hydrolysates. Appl Microbiol Biotechnol 2011;89:1917-28.

[206] Wei YC, Naderi S, Meshram M, et al. Proteomics analysis of chinese hamster ovary cells 
undergoing apoptosis during prolonged cultivation. Cytotechnology 2011;63:663-77.

[207] Krawitz DC, Forrest W, Moreno GT, et al. Proteomic studies support the use of multi-product 
immunoassays to monitor host cell protein impurities. Proteomics 2006;6:94-110.

[208] Meleady P, Gallagher M, Clarke C, et al. Impact of miR-7 over-expression on the proteome of 
Chinese hamster ovary cells. J Biotechnol 2012;160:251-62.



 

 5.2 Functional -Omics for Cell Lines and Processes   367

[209] Slade PG, Hajivandi M, Bartel CM, et al. Identifying the CHO secretome using mucin-type 
O-linked glycosylation and click-chemistry. J Proteome Res 2012;11:6175-86.

[210] Meleady P, Hoffrogge R, Henry M, et al. Utilization and evaluation of CHO-specific sequence 
databases for mass spectrometry based proteomics. Biotechnol Bioeng 2012;109:1386-94.

[211] Gupta P, Lee KH. Genomics and proteomics in process development: opportunities and 
challenges. Trends Biotechnol 2007;25:324-30.

[212] Kildegaard HF, Baycin-Hizal D, Lewis NE, et al. The emerging CHO systems biology era: 
harnessing the ‘omics revolution for biotechnology. Curr Opin Biotechnol 2013;24(6):1102-7.

[213] Baycin-Hizal D, Tabb DL, Chaerkady R, et al. Proteomic analysis of Chinese Hamster Ovary 
cells. J Proteome Res 2012;11(11):5265-76.

[214] Kornienko AE, Guenzl PM, Barlow DP, et al. Gene regulation by the act of long non-coding RNA 
transcription. BMC Biology 2013;11:59.

[215] Benson DA, Cavanaugh M, Clark K, et al. GenBank. Nucleic Acids Res 2013;41(Database 
issue):D36-42.

[216] Lowe TM, Eddy SR. tRNAscan-SE: A program for improved detection of transfer RNA genes in 
genomic sequence. Nucl Acids Res 1997;25:955-64.

[217] Ashburner M, Ball CA, Blake JA, et al. Gene ontology: tool for the unification of biology. Nat 
Genet 2000;25(1):25-9.

[218] Kozomara A, Griffiths-Jones S. miRBase: integrating miRNA annotation and deep-sequencing 
data. NAR 2011;39(Database Issue):D152-D157

[219] Amaral PP, Clark MB, Gascoigne DK, et al. IncRNAdb: a reference database for long noncoding 
RNAs. Nuc Acid Res 2011;39(1):D146-D151.

[220] Quast C, Pruesse E, Yilmaz P, et al. The SILVA ribosomal RNA gene database project: improved 
data processing and web-based tools. Nucleic Acids Res 2013;41(D1):D590-D596.



5.3 Nutrient Media for Cell Culture Technology

Claudia Altamirano, Julio Berrios, and Mauricio Vergara

5.3.1 Components of a Typical Culture Medium

A suitable nutrient medium for mammalian cell cultures contains a wide variety of 
nutrients and must be able to fulfil the cell requirements. In contrast to many microbes 
that are able to grow in minimal media consisting of carbon and nitrogen sources and 
salts, mammalian cells additionally require amino acids, lipids, vitamins, and often 
proteins and growth factors. Since the depletion of some nutrients may trigger apop-
tosis [1, 2] and reduce productivity, the appropriate nutrient supply must be assured 
in order to maintain both, culture viability and productivity.

Although every cell type has some specific nutritional requirements that have 
led to developing several formulations, there are certain nutrients that are normally 
required by all mammalian cell cultures and are part of the basal media. Eagle’s basal 
medium (BME) or Dulbecco’s modified Eagle’s medium (DMEM) are some examples 
of these minimum essential formulations. Sometimes, more specific media can be 
developed from the basal media by adding other components such as hormones, 
growth factors, proteins, and/or serum. The following components are part of most 
formulations and will be described briefly.

5.3.1.1 Water
The water use for media preparation for animal cell culture must fulfil a minimum 
purity level in order to prevent detrimental effects on cell growth and productivity, 
but also to avoid undesirable effects on the quality standard of the recombinant 
protein. Thus, some potentially detrimental components must be removed before the 
medium preparation. Purification stages normally consist of up to 4 stages including 
distillation or reverse osmosis, deionisation and micro-filtration (0.02 mm pore size).

5.3.1.2 Glucose
Glucose is added to most formulations as a carbon and energy source (typically 5 to  
20 mmol L–1). It is metabolised through glycolysis into pyruvate and provides the 
carbon flux to several pathways, such as pentose phosphate pathway (PPP) and 
tricarboxylic acid (TCA) cycle. However, part of pyruvate is reduced to lactate and 
excreted to the culture medium. This situation causes a lack of energy supply that 
must be fulfilled by an additional energy source, normally glutamine (2 to 5 mmol L–1 ), 
as mentioned below. The lactate accumulation over 20 mmol L–1 also may cause 
growth inhibition or even undesirable production effects. Some studies have pro-
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posed to replace glucose by other sugars such as mannose [3, 4] or galactose [5] in 
order to reduce lactate production but without detrimental effects on the process pro-
ductivity. A deeper approach of this point will be shown below.

5.3.1.3 Amino Acids
Media formulation normally include at least all 13 essential amino acids for mam-
malian cells (Arg, Cys, Gln, His, Ile, Leu, Lys, Met, Phe, Thr, Trp, Tyr, and Val). 
However, it is common to find media formulation containing all amino acids (e.g., 
RPMI medium), since the nonessential amino acids cannot always been produced 
by the cells fast enough to support a maximum growth rate [6]. Glutamine is nor-
mally supplemented in higher concentrations (3 to 6 mmol L–1) as it is a major energy 
source. This amino acid, unstable in aqueous solution, produces ammonium accu-
mulation in the medium, either by spontaneous decomposition or by its metaboliza-
tion, with a detrimental effect on protein production. Its replacement by glutamate  
[7, 5] or other organic acids [8] has been proposed as alternative to diminish ammo-
nium accumulation. Recently, Taschwer et al. (2012) have studied a CHO cell line 
adapted to glutamine-free medium to produce a fusion protein from erythropoietin, 
obtaining a product similar with similar glycosylation pattern and reducing the 
ammonium production [9]. Some other studies have found formulations supplement-
ing different amino acids by specific amino acid or dipeptide [10] additions or higher 
concentrations. Mullen et al. (2012) described the addition of cystine (formed by 2 
cysteine molecules covalently linked by a disulphide bond), increasing the dimer : 
monomer ratio of INF-β in CHO cell production [11].

5.3.1.4 Salts
Media formulation contains essential ions such as Na+, K+, Ca2+, Mg2+, Cl–, PO3

3–, and 
HCO3

–, among others. These ions are provided by dissolved salts with a total osmolal-
ity around 300 to 320 mOsm kg–1 [12]. There are also other essential elements such as 
Fe, Cu, Ni, Mn, Mo, Sn, and Se, among others, that must be present in lower concen-
trations. They have different metabolic and physiological roles and are essential to 
cell viability. Some of these elements have shown to have a direct effect on produc-
tivity. In this regard, the role that Cu2+ plays in protein production has been gaining 
more interest, since low concentrations of copper sulphate (0.2-50.0 µmol L–1) has 
been used to obtain an important decrease in lactate accumulation [13, 14].

5.3.1.5 Vitamins
Essential vitamins are normally provided in the basal medium to allow and promote 
the cell culture growth and production. When added, serum can also provide addi-
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tional vitamins to the basal medium. However, serum-free (SF) media are preferred 
in most systems and thus vitamins should be added [15]. Between 8 and 11 vitamins 
are normally found in basal media and they should be supplemented if cells have an 
additional or particular requirement [16, 17].

5.3.1.6 Lipids
Besides the roles that lipids play as structural component of biological membranes, 
source of energy and cell surface signals, they also may have an effect as growth pro-
moter in several cell lines. Lipids such as phosphatidic acid, phosphatidyl choline, 
phosphatidyl ethanolamine, and phosphatidyl inositol have shown to stimulate the 
cell growth in several mammalian cell lines [18, 19]. Although some basal media may 
contain lipids, they can also be added as water-soluble supplements.

5.3.1.7 Serum
The role of serum in mammalian cell cultures is mainly to provide growth factors and 
proteins substrate cell viability. Fetal bovine serum (FBS) is the most common source 
used. Since serum is both expensive and, because of its high protein containing, 
might interfere with the product purification, SF media are preferred for recombinant 
protein production [16]. In this regard, several means for adapting cells to SF media 
have been developed [20], allowing lower-cost and safer cultures for pharmaceutical 
proposes. On the other side, SF media lack of some essential proteins and growth 
factors that must be added in these media in order to maintain cell growth and viabil-
ity. This will be further discussed below.

5.3.1.8 Proteins
Serum contains a wide number of proteins with different and specific functions. In SF 
media, some of these proteins must be added when their role is essential or promotes 
the cell growth and production. Although the specific protein requirements may vary 
between cell lines, insulin is added to most SF media formulations. Transferrin is also 
used as it is necessary for the iron uptake into the cell. Some cell lines are dependent 
on some proteins for their cultivation such as specific growth factors (e.g., fibroblast, 
epithelial, or nerve growth factors), but regular cell lines for recombinant protein pro-
duction do not normally require them.

5.3.1.9 Buffers
The optimum pH range for mammalian cell cultures is normally within 7.0 and 7.2 [12]. 
Out of this narrow range cell growth and production dramatically decrease and then 
must be accurately controlled. The addition of bicarbonate generates an appropri-
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ate buffer when cells are cultured in a CO2 atmosphere environment. However, if CO2 
concentration falls (e.g., when flasks are taken out of the incubator) alkalinisation 
occurs. HEPES buffer is also added as complement to prevent these pH changes.

5.3.2 Defined Nutrient Media

The scientific study of development of culture media for animal cell began in the 
middle of the twentieth century due to the need of large-scale production of vaccines, 
requiring the addition of serum as key supplement for growth. Initially, media formu-
lation was made based on blood plasma and other fluids analysis [21]. Eagle (1955) 
used an alternative strategy that allowed him to identify a defined number of com-
pounds, minimum concentration, which are essential for animal cell growth. This 
media created by Eagle was named minimum essential medium (MEM); it consisted 
in 13 amino acids, 8 vitamins, 6 ionic species, and glucose [22]. A dialysated fetal 
bovine serum supplement carried the undefined factors necessary for growth. Since 
then, a number of studies conducted to identify the effect of supplied nutrients con-
centration on the specific growth rate and cell yield began, noting that such effects 
and parameters vary considerably between cell line, culture system, and conditions 
used [23].

The development of new media has been critical, mainly by the need to minimise 
the number of components, maximising yield, or simplifying the interest product 
purification process.

Animal cells can be grown using completely natural nutrient media (natural 
fluids) or synthetic media containing a natural component. Developed synthetic 
media for animal cell can be classified into serum-containing media, serum-free 
media, chemical defined media, and protein-free media.

5.3.2.1 Serum-containing Media and Serum-free Media
FBS has been the most common supplement for mammalian cell culture. The use 
of animal serum allows the application of the same medium for the cultivation of 
different cell lines. However, the use of serum in cell culture has serious problems, 
especially when the final product is used for therapeutic purposes [24]. Technical 
considerations and disadvantages for using serum in cell culture applications have 
been analysed and widely discussed. The main problems related to serum use are: 
high protein load which compromises product purification process, variable compo-
sition, quality control complexity, risk of contamination with viruses, mycoplasma or 
prions, and high costs. Moreover, animal serum always consists of an unknown com-
position, with multiple trace concentration components, some of them with positive 
effects for growth, but also with the presence of cytotoxic compounds [25]. In 1997, 
the United States Food and Drug Administration (FDA) published a guidance docu-
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ment with strong recommendations towards the reduction or complete elimination of 
animal origin components used in the manufacture of products regulated by the FDA. 
Later, in 2001, the European Council (EC) adopted the Regulation No 999/2001, which 
purpose was to establish principles and guidelines to minimise the risk of transmis-
sible spongiform encephalopathies (TSE) through human or veterinarian drugs. Such 
regulation applies to all material used in active substances preparation and excipients 
and includes all material (including culture media) used in the final product produc-
tion. This strong regulatory position has been the result of efforts towards serum and 
other animal-derived factors (e.g., albumin, transferrin, and trypsin) elimination and 
the development of SF formulations. These regulatory issues among the increasing 
demand of recombinant proteins within the last decade have triggered joint efforts for 
SF culture media development, which will allow conditions for high productivity and 
reduce production costs.

Generally, the SF media is specifically formulated to support the growth of a given 
cell line. In this case, the serum is replaced by defined amounts of growth factors, 
lipoproteins and other proteins usually present in serum. For example, SF media used 
for growth of Chinese hamster ovary (CHO) cells containing insulin and transferrin as 
a supplement [26]. The growth of surface-dependent cells may require the addition 
of adhesion factors such as fibronectin [27]. In some cases this type of compounds 
are provided by the addition of animal, vegetable, or microbial protein hydrolysates.

These hydrolysates are oligopeptides, peptides, and amino acids complexes 
obtained by chemical or enzymatic hydrolysis of casein, albumin, plants, yeasts, 
or animal tissue. One of the most common hydrolysates is Primatone RL®, a tryptic 
meat digestion commercially available. Recently, plant hydrolysates have also been 
used for culture media formulation. These hydrolysates may have an essential role 
by providing growth factors, antiapoptotic factors or stimulating protein production 
[28, 29]. However, this type of product has the disadvantage, like serum, to have an 
undefined and variable composition. This can impact negatively on the validation of 
the production process.

5.3.2.2 Chemical Defined Media and Protein-free Media
In case of using pure protein additives in the media formulation, like recombinant 
growth factors produced in bacteria or yeast by genetic engineering along with inor-
ganic and organic compounds, the media are classified as chemically defined. The 
identification of defined supplements that improve growth, productivity, and consist-
ency is highly attractive for cell culture optimisation strategies. These types of media 
and specific defined supplements have been extensively studied and several reviews 
have been published on the subject [30-32].

The formulated media that do not include any kind of protein are classified as 
protein-free media. This type of medium has a fully known composition, constant 
quality and composition. It allows high reproducibility processes, facilitates down-
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stream stages and even, in some cases, reduces production costs. However, the adap-
tation of cell lines to such type of medium is not always successful and its use often 
affects negatively the overall productivity of the culturing stage [33].

Previous studies show that SF medium implies a case-to-case design based on 
the individual supplements required for each strain. Unfortunately, to date there is no 
single supplement of defined composition to replace the benefits of serum and allow 
the growth of any cell line.

5.3.2.3 Defined Media Optimisation
Due to its complexity and high cost, defined medium optimisation is a key feature 
for the development of animal cell-based processes. Culture medium optimisation 
requires the consideration of each component effect evaluated on aspects related to 
the product, cell line and the associated production process. The determination of the 
best components mixture and their concentration for a given cell line in a particular 
process requires a carefully designed strategy, for which different approaches exist.

Growth modalities (batch, fed-batch, or perfusion) will also affect the optimisa-
tion of medium strategies. Different formulations are necessary for the various stages 
of a manufacturing process. During the propagation phase concentrated formula-
tions are used to enable rapid growth. In batch culture a single medium is used for 
cell growth and for achieving production goals. In fed-batch cultures and perfusion, 
usually a basal medium is used which supports the first stage of growth, and a feed 
medium with higher concentrations of nutrients for the production stage. This is 
usually under conditions where cells are maintained with little or no growth. There-
fore, feeding strategies involved in the prolongation of the growth phase and its main-
tenance should be carefully planned, based on the understanding of growth and the 
individual metabolism of each recombinant cell line. Improvements in media optimi-
sation and bioprocess control have undoubtedly contributed to viability extension in 
high-density cultures.

The following examples describe different approaches that have addressed the 
optimization of animal cell culture medium.

The development of a culture medium based on defined medium mixtures is a 
widely used strategy where results can be obtained in a short time using commer-
cially available formulations. An example of this approach is the DMEM/F12 formula-
tion. DMEM/F12 enables the growth of a wide range of cell lines both as serum and 
SF formulations. In case of SF formulations, 4-(2-hydroxyethyl)-1-piperazineethane-
sulfonic acid (HEPES) buffer is included to compensate the buffering capacity loss 
caused by serum elimination.

Analysis by components is another approach usually reported [34, 35]. It consists 
of performing a number of experiments, which evaluate various components or group 
of components (e.g., vitamin mix) by individually adding different concentrations to 
a commercially available medium. Commonly cell growth, viability and productivity 
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are evaluated. To determine the importance of the component on cell growth, several 
cultures are carried out with and without its addition. In a second stage, concentra-
tion varies in order to optimise its effect. This procedure is time-consuming and pre-
vents to detect interactions between the components tested [36].

The multiple components analysis combined with a statistical design of experi-
ments, such as Plackett-Burman experimental design, is an efficient way for a direct 
and rapid determination of effects and the interaction between large numbers of 
components analysed. A prominent discussion about this strategy is presented by 
Mandenius and Brundin (2008) [37]. This procedure results in a minimisation of costs 
and analysis time. Its use for the analysis of the effect of various compounds and sup-
plements for growing different cell lines has proven to be very suitable [38, 39, 16].

Stoichiometric analysis is a further approach for culture media formulation. 
This means to analyse the concentration of components that changes in the medium 
during culture. After comparing the composition of the spent media with fresh media, 
specific rates of consumption and the consumption percentage of each nutrient can 
be calculates. Based on this information, the culture medium is reformulated, usually 
fortified with the most consumed nutrients [40, 5]. Recently, this type of approach has 
been complemented with metabolic models in order to determine nutrient concentra-
tions based on experimental data [41] or theoretical estimation of the specific con-
sumptions (modelling equations) [42, 43]. This methodical strategy is highly depend-
ent on the available analytical capacity.

The rational design of culture media can be defined as a multiple approach, in 
which methods described above are integrated, considering their advantages and dis-
advantages. This design strategy does not prevent the work of performing the cell cul-
tures as proof of principle during the development of the culture media. However, it is 
an approach of higher efficiency without the systemic limitations of a single approach 
method.

5.3.2.4 Glucose and Glutamine as Main Nutrients in Defined Media
It has been generally accepted that glucose and glutamine are use in the medium as 
main carbon and energy sources in defined nutrient medium formulations. However, 
the rapid metabolism of glucose and glutamine taking place in cultured animal cells 
leads to a very inefficient use of both components, resulting in their rapid depletion 
from the culture medium and in general an accumulation of the degradation products 
lactate and ammonium in the medium.

There are 3 main approaches that have been used to limit glucose and glutamine 
consumption. One is based on substrates that, because of their nature, are less avail-
able or slowly metabolised. The second one is based on genetic modifications (cell 
engineering) for changing the metabolic behaviour by the overexpression of key pro-
teins. The third approach involves the controlled feeding of glucose and glutamine in 
fed-batch cultures (see below).
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The use of galactose or fructose instead of glucose has been shown to be an alter-
native to prevent lactate overproduction because the affinity of hexokinase for these 
sugars is approximately twentyfold lower than for glucose [44]. In particular, the use 
of galactose has been studied as an alternative for reducing lactate production levels 
[45, 5, 46]. The galactose metabolism is slower compared to the glucose oxidation, 
allowing a substantial reduction in lactate production. The galactose metabolism 
has also been shown to increase the cell viability and the overall time of the culture. 
However, the use of galactose is accompanied by a significant reduction of the cell 
growth [45]. Noticeably, lactate produced under galactose-containing conditions is 
remetabolized by the cells. These results have been used as a basis for studying fed-
batch [47, 48] and perfusion cultures [49]. It should be noted that there are commer-
cially available media that use galactose as part of their respective formulations.

Efforts to avoid the effects of an increase in the ammonium concentration have 
basically focused on the substitution of glutamine by another compound able to enter 
the TCA. The replacement of glutamine by glutamate is one example of this approach, 
having the following advantages: glutamate has a higher chemical stability than glu-
tamine, glutamine can be directly synthesised from glutamate in CHO cells because 
they express the glutamine synthetase (GS), and glutamate is less ammoniagenic 
because it bears only one amine group. Indeed, the replacement of glutamine by glu-
tamate in culture media has proved to be a valuable strategy for CHO cells, resulting 
in an improvement of the cell growth by 17 % and a reduction of the accumulated 
ammonium ion by 70 % [45]. Hong et al. (2010) recently showed that this substitution 
increased the concentration of an IgG produced in CHO cells by a factor of 1.7 [50]. 
The genetic engineering of hybridoma cells by overexpressing the GS, which converts 
glutamate to glutamine, allowed a cell growth in glutamine-free medium [51], result-
ing in similar effects described above for the nutrient replacement strategies (e.g., 
glutamine by glutamate).

The substitution of glutamine by dipeptides such as alanyl-glutamine and gly-
cyl-glutamine has also been used to reduce ammonium ion production (see also 
Chapter 5.1). These dipeptides, those are more stable than the amino acids in the 
culture medium, are intra- or extracellularly cleaved by peptidases, thereby releas-
ing glutamine and either alanine or glycine. The availability of glutamine is therefore 
dependent on the peptidase activity. In hybridoma cell cultures, high cell yields were 
obtained in the presence of 6 mmol L–1 Ala-Gln or 20 mmol L–1 Gly-Gln [52]. The final 
cell yield under Gly-Gln conditions was 14 % higher than in glutamine alone. The spe-
cific consumption rates of glucose and 6 amino acids were reduced, and, additionally, 
the accumulation of ammonia and lactate was significantly lower [52]. GlutaMAXTM is 
a commercially available product for medium formulation-based on the alanyl-glu-
tamine dipeptide. 
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5.3.3 Feeds for Fed-batch Cultures

The production of recombinant proteins with mammalian cells for the use as human 
therapeutics requires the development of highly competitive processes to obtain 
highest levels of product while maintaining the maximum standards of product 
quality. This is due to the increased demand for new products and the requirement of 
an optimal cost efficiency in the manufacturing of new biotherapeutics.

To achieve a high production level, a several efforts have focused on improving 
the productivity in fed-batch cultures, including the following: strategies based on 
monitoring and controlling various culture parameters (pH, O2, cell concentration) in 
order to optimise the frequency and the volume of the feeding media, its formulation 
and the use of hydrolysates from vegetable sources, the use of genetically modified 
strains, and the manipulation of the culture environment. All these approaches alone 
and together resulted in optimised cultures, achieving higher productivities and a 
better understanding of the metabolism and physiology of the cells.

5.3.3.1 Operational Fundaments
The fed-batch culture is a form of semicontinuous mode, which is very attractive for 
the application in biopharmaceutical manufacturing due to its operational simplicity 
and competitive advantages compared to the batch culture. An initial culture medium 
is loaded into the bioreactor where the cells are inoculated and after a well-defined 
time nutrients or parts thereof are fed into the system until the end of the opera-
tion. In this period, the culture volume increases continuously due to the absence 
of a discharge flow. Thus, the cells are constantly receiving nutrients and oxygen. At 
the same time, product of interest and products of the metabolism, such as lactate 
and ammonium are accumulated. In comparison to the batch system, the end of cell 
growth primarily occurs due to the inhibitory effect of accumulated end products, 
rather than to the depletion of nutrients, resulting in a substantial prolongation of 
the culture period and achieving higher cell and product concentrations (for details, 
see Chapter 6.2).

This cultivation system is generally initiated by using a reduced volume (e.g., 40 
to 50 % of the maximum volume) of the bioreactor, which then increases during the 
feeding period. The feed consists of a flow of concentrated medium (10 × to 15 ×) or 
selected components that can operate intermittently or continuously until the end of 
cultivation. The increase in culture volume is accompanied by a raise in the medium 
osmolality, which results either from the accumulation of unconsumed nutrients and 
salts when the complete and concentrated nutrient medium is used for the feed or 
only from the specific waste metabolites such as the lactate and ammonium and from 
specific salts when a defined feed mixture is applied.

For example, one strategy to minimise the lactate accumulation and the increased 
osmolality of the medium is to limit the supply of glucose. Through this, the levels of 
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produced lactate and the base solution to control the pH are lowered, thereby reduc-
ing the osmolarity of the medium [53, 54].

5.3.3.2 Feed Strategies
The simplest feeding strategy in the developing of a fed-batch process consists of 
adding the feed to the culture medium at time intervals ranging from 12 to 24 h. The 
control criteria, determining the added volume or the flow, are usually triggered by 
maintaining the concentration of specific nutrients, which are measured off-line, at a 
constant level. However, this strategy does not allow an operational fine control of the 
cellular metabolism. To do this, a continuous feeding strategy is required allowing to 
work in tighter ranges of control criteria and based on a system for online monitoring 
of the selected control parameters.

Figure 5.3.1: Time profiles of cell, lactate, and glucose concentration for a 
hybridoma fed-batch culture with cells growing a) high-lactate producing 
metabolism and b) metabolic shift [55].
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The development of optimised feeding strategies, which maximise the use of the 
fed nutrients, requires a consideration of some basic elements such as feed mode 
(continuous or intermittent), quantity and frequency of feeding, and control criteria. 
The latter has attracted more interest and research in recent years. Among the most 
commonly used control criteria there are glucose concentration [54], glutamine [56], 
pH [57], and oxygen uptake rate [58].

A large number of studies have used glucose concentration as the control crite-
rion for the development of fed-batch cultures [59, 60, 54, 53, 61, 62]. They investigated 
the reduction of the lactate production using a glucose feed that is maintained at 
about 0.3 to 1.5 mmol L–1 in the bioreactor [60, 54], initiating a metabolic shift towards 
a more efficient glucose utilisation (see Figure 5.3.1). Additionally, other studies have 
investigated how the glucose limitation in fed-batch culture can affect the degree 
of glycosylation [61] and glycation [62] of recombinant proteins. These studies have 
shown that, although a reduction in the availability of glucose as a sugar reducer in 
the culture medium is capable of reducing the glycation of the protein of interest, 
very low glucose levels may decrease sialylation and affect the extension of N-glycan 
chains of the recombinant protein, which can be detrimental to its biological quality.

The use of pH as control criterion has allowed the development of a feeding 
method called HI-end pH-controller delivery of glucose (or shortly HIPDOG), based 
on the pH change due to the change in lactate metabolism, promoted by the glucose 
depletion (see Figure 5.3.2). The method has proven to be effective when lactate con-
sumption causes an increase of pH in the culture medium. This triggers the glucose 
feeding until the cells produce lactate again, acidifying medium and ceasing the feed. 
This strategy has allowed an increase in the integral of viable cells of 1.28 times and 
2.6 times higher relative product titer [57].

Another novel control criteria implemented makes use of an automated system of 
flow cytometry in order to predict the cessation of cell growth by measuring the popu-
lation of viable and nonviable cells in culture. This method utilises 2 control systems 
to trigger the feed: (1) in the cell growth phase, when the concentration of nonviable 

Figure 5.3.2: Pictorial representation of the hypothesized sequence of events in the bulk cell culture 
fluid during the growth phase of a bioreactor utilizing the HIPDOG control scheme for limiting lactic 
acid accumulation [57].
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cells exceeds 4 times the average concentration of nonviable cells prior to the entry 
of cell death; (2) in the stationary phase of growth, when the viable cell count stops 
to increase within 30 h. This strategy was able to predict the entry into the station-
ary phase in about 40 h, permitting the alimentation of the cells in an appropriate 
moment and resulting in a significant increase in the total cell count in the reactor 
[63].

Another variable allowing the adjustment of the feed measured online and often 
used is the oxygen uptake rate [58]. This parameter is an accurate indicator of the 
physiological state of the cells, indirectly indicating the specific cellular growth rate 
at higher or lower oxygen uptake rates, thus allowing the detection of small changes 
in the metabolism. A recent study has developed a technique for maintaining the con-
centration of viable cells and the specific growth rate in predefined paths through 
the indirect control of the oxygen uptake rate, maintaining this at a desired level 
through the glutamine feed rate [56]. The results showed the excellent reproducibility 
of various cultures under the action of this control system, allowing the fed-batch 
cultivation to take less time to reach the predetermined specific growth rate.

5.3.3.3 Feeds and Hydrolysates
Formulation of feeds may be grouped in 2 categories [64]:
1. A concentrate feed, which includes all the nutrients present in the basal medium. 

The purpose of this feed is to deliver all the nutrients needed to maintain an ade-
quate culture lifetime and productivity without identifying the nutrients that 
could become limiting components. This strategy has significantly increased cel-
lular concentrations, the cell integral, and the recombinant protein production in 
CHO cells [65], hybridomas [66], myeloma [67], and 293 human kidney cells [68]. 
However, despite its effectiveness, the high cost, which may involve feeding all 
the nutrients of the medium and the high risk of increasing the osmolality of the 
medium, may be factors against the use of these feeds.

2. Feeding of nutrients that are rapidly consumed by the cells. The purpose of this is 
to provide only the nutrients of highest demand identified by a specific analysis 
of the key nutrients affecting cell growth and the production of the protein of 
interest. This avoids the disadvantages of feeding all the components of the basal 
medium and also allows directing the cellular metabolism as reported by the con-
trolled feeding of glucose and glutamine in hybridomas [69, 59] and recombinant 
cells [54, 53]. This kind of feeds usually requires the presence of multiple nutri-
ents, which implies a medium design that considers stoichiometric and energy 
requirements for the production of biomass and product as well as a “medium 
proportional design” strategy [67]. This design has been shown by a stoichiome-
tric model based on the composition of the biomass (protein, DNA, RNA, lipids, 
and carbohydrates), the nutrient composition (glucose, amino acids, and vita-
mins), the ATP and the product yield, being able to increase the concentration of 
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viable cells by a factor of 2 and the final concentration of monoclonal antibody 
by a factor of 10 compared to a batch culture [70]. However, this kind of strategy 
requires the identification of key nutrients and the determination of optimal com-
position, especially in the case of compounds such as vitamins, lipids, and trace 
elements, requiring more effort when working with SF media.

Recent studies have focused on the development of chemically defined media, where 
feeds containing a nonanimal-derived hydrolysate are replaced by defined formula-
tions. This led to an improved performance of the cultures by an 80 % increase of the 
product titer and a reduction of the lactate production in the CHO cell line [71] as well 
as and increasing the mAb titer by 20 % in NS0 cells [72]. Furthermore, Kang et al. 
(2012) studied the use of chemically synthesized dipeptides as an alternative method 
for delivering amino acids, particularly those with low solubility such as tyrosine [10]. 
These tyrosine-containing dipeptides showed a positive effect in fed-batch cultures 
by increasing the viability of the culture and the titer of product, while reducing the 
production of lactate and ammonium resulting in an increase of process robustness.

Nevertheless, after the use of animal serum in the past, today plant or yeast 
hydrolysates are the largest source of nutrients for the supplementation of feeds.

In conclusion, the use of serum and, generally, all animal-derived components is 
currently prohibited for the manufacturing of biopharmaceuticals (Chapter 4.2). Only 
biopharmaceuticals exclusively produced under animal-component-free medium 
conditions will be licensed by the regulatory authorities such as FDA or EMA. In an 
optimal case, a process rely on a completely chemically-defined formulation for man-
ufacturing but in most cases undefined animal component-free supplements are used 
such as plant or yeast hydrolysates [73-75].

The main sources for obtaining nonanimal hydrolysates are yeast extracts or 
parts of plants, such as soybeans, wheat, rice, cotton, pea, cabbage, etc. (Table 5.3.1). 
These additives of the culture medium contain an undefined mixture of low molecu-
lar weight components, such as amino acids, peptides, vitamins, and trace elements 
[76, 77]. Hydrolysates not only simulate growth factors by improving the cell growth 
[75, 77], but they also increase the specific productivity of a recombinant protein, 
partly through a positive effect on the mRNA content and the prolongation of the cel-
lular lifetime at a higher viability [78]. Their role as an inhibitor of some proteases was 
also demonstrated, thus fulfilling a protective function at the recombinant protein in 
the culture [73].
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Table 5.3.1: Type of protein hydrolysates, used [74].

Vendors Hydrolysate Type

Becton Dickinson Phytone peptone

TC Yestolate

Yeast extract UF

Select soytone

Bacto soytone

Hyclone Soy hydrolysate

Wheat gluten hydrolysate

Yeast extract

HyQ soy hydrolysate UF

JRH Biosciences Soy hydrolysate

Sigma Hy-soy UF

Wheat-rice hydrolysate

Wheat hydrolysate

Yeast hydrolysate

Rice hydrolysate

Soy hydrolysate

The positive effect of the supplementation of vegetable hydrolysates on the specific 
productivity of and the growth of mammalian cells was shown to be dose dependent 
[28, 74]. In some cases an excessive amount of hydrolysates could also inhibit the 
cell growth [74], possibly by affecting the balance of nutrients due to the presence of 
a high concentration of amino acids and oligopeptides in the culture medium [79]. 
Therefore, it is always necessary to find an optimal concentration of hydrolysates 
that can maximise the cell concentration, maintaining an adequate viability and an 
appropriate productive capacity of the cells. Positive or negative effects on growth 
and productivity were discussed to be related to the constitutions of the hydrolysate, 
particularly to the fractions obtained after various separation processes [74, 80]. The 
results obtained suggested that different fractions of a single type of hydrolysate could 
contain different molecules, which might distinctly contribute to the cell growth or 
the production of the recombinant protein. In addition, they could exert a detrimental 
effect on one or another parameter of the culture [80]. More intensive studies on the 
effect of nonanimal derived hydrolysates and their characterisation have to be done in 
terms of the overall quantification of the compound families (peptides/amino acids, 
carbohydrates, salts, phospholipids, polyphenols, etc.) as well as the distribution of 
their molecular weight and the characterisation of other unknown chemicals.
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The cellular response to the use of hydrolysates varied from a metabolic point of 
view. In some cases, it was observed that the supplementation with hydrolysates was 
able to either increase or decrease the consumption of the main carbon and energy 
sources such like glucose and glutamine, directly affecting the production of lactate 
and ammonia [78, 75]. However, no effect on the consumption and production of 
these metabolites was also shown [74]. The character of a metabolic response appar-
ently depends on the cell line and the nature and quality of the respective hydrolysate 
used [77], which has always to be evaluated case by case.

Based on the benefits associated to the supplementation with plant and yeast 
hydrolysates and the high demand for biopharmaceuticals, many companies have 
developed product lines based on these animal component-free hydrolysates, includ-
ing ThermoFischer Scientific, Life Technologies, BD Biosciences, HyClone, Sigma, 
etc. [74, 81]. All components have been tested primarily in batch culture and in some 
cases fed-batch culture have been used to evaluate their potential as a supplement for 
high cell density cultures [82].

In particular, the use of hydrolysates from different sources has been evaluated 
individually and collectively, on growth, cell viability, and mAb productivity. The com-
bination of some hydrolysates showed a significant increase of mAbs titers, achiev-
ing increases by 290 % without impairing the viability of the cultures or the product 
quality [81]. Other studies, using a feed medium containing glucose and hydrolysate, 
have shown an increase in the cell concentration, culture lifespan, and yield of the 
recombinant protein [83]. Furthermore, a study of the production of THIOMABs (anti-
body with reactive cysteine residues) in fed-batch culture showed that the use of dif-
ferent hydrolysates had no significant effect on the formation of an impurity (3LC, 
antibody with an extra light chain) associated with these antibodies [84], thus achiev-
ing higher cell concentrations (1.25 to 1.5 times) and a higher mAb titer (approximately 
1.6 times).

5.3.3.4 Use of Genetic and Environmental Manipulations on Fed-batch System
The fed-batch culture mode is one of the main production systems used in industry. 
Therefore, different strategies using both, genetic and environmental manipulations, 
have been evaluated using this mode of cultivation for finding the optimal system for 
production.

Fed-batch cultivation together with the genetic manipulation of the cell line 
resulted in a synergistic effect on the process productivity. In particular, overexpres-
sion of special proteins inducing a delayed apoptosis, such as Bcl-XL [85], or other 
proteins related to the assembly and the folding of proteins, such as XBP-1 [86], have 
been shown to exert a positive effect on the productivity of various recombinant pro-
teins in fed-batch system. In case of a delayed apoptosis by overexpressing the Bcl-XL 
protein, it was suggested that Bcl-XL exerts an antagonistic interaction with the 
protein JNK, involved in apoptotic signalling cascade [87], thus delaying the cellular 
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death process and thereby increasing the culture lifetime by 10 %. Overexpression of 
the XBP-1 protein has a positive effect on the specific productivity of the recombinant 
protein produced by 40 %, allowing improving the production process without being 
detrimental to the quality of the protein of interest. XBP-1 is involved in the induction 
process of the endoplasmic reticulum chaperones and foldases to increase the protein 
folding capacity of the endoplasmic reticulum [88].

Other approaches resulted in a positive effect on the simplicity and versatility, 
which enables the manipulation of the environment, by varying culture parameters 
like temperature, pH, osmolality, and medium design. In this regard, 2 approaches 
have important implications on the culture performance. Changing the culture tem-
perature to a mild hypothermia (33 to 30 °C) has a positive effect on the productivity 
of a wide range of recombinant proteins [89, 90, 3] in batch culture. A reduced tem-
perature can positively affect the cellular metabolism, which then has an impact on 

Figure 5.3.3: Comparison of growth, viability and secreted embryonic 
alkaline phosphatase (SEAP) production between single-temperature and 
biphasic cultures [91].
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the design of the feed medium in a fed-batch cultivation. Applying a biphasic culture 
strategy which deploys temperature reduction in a fed-batch cultivation achieved sig-
nificant improvements by extending the lifespan of the culture, increasing the inte-
gral of viable cell density (IVCD) also called the integral cumulative cell time by a 
factor of 1.6 and increasing the specific productivity of the recombinant protein by 2.3 
times (see Figure 5.3.3) [91], resulting in a more efficient and productive process [84].
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6 Upstream and Downstream Process Technology

6.1 Bioreactors for Animal Cell Culture

Detlef Eisenkraetzer

6.1.1 Introduction

In this chapter, bioreactors are discussed, that are used for the transformation of sub-
strates to biopharmaceuticals using mammalian cells and that have the capability 
to control relevant cultivation conditions like pH, temperature and dissolved oxygen 
content. Systems without control functions, which have to be placed in a controlled 
environment like an incubator, are not regarded.

Bioreactor technology for the production of therapeutic proteins is based on 
classic bioreactor systems used in life science industry to produce fine chemicals and 
proteins using microbial systems. In principle, cell culture bioreactors are modifica-
tions of bioreactor systems used for cultivation of microbial cells, which are mainly 
stirred-tank bioreactors. The stainless steel bioreactor is a perfect system to fulfill the 
requirements of microbial fermentations:
– Excellent homogenization achieved by a high volumetric power input of  

>10 kW m–³.
– High mass transfer rates, e.g., an oxygen transfer rate of >5 g L–1 h–1.
– Efficient heat transfer with a coefficient >3 kW m–² K–1.

In contrast, animal cells have different requirements for their environment. They are 
very sensitive to shear forces and gradients in their environment such like the pH-
value, the concentration of nutrients and toxic metabolites, as well as the dissolved 
carbon dioxide level. The classic stirred-tank bioreactor eliminates these gradients 
by the introduction of high turbulence via the stirrer. Unfortunately, animal cells are 
not protected by a cell wall and show a higher sensibility to shear stress. Therefore, 
the power input in cell cultivation systems is usually in a range of 5 to 300 W m–³ and 
much lower as in microbial cultivation systems. Fortunately, the slow growth rate and 
metabolism of animal cells do not result in an exothermic behavior of the cultivation. 
The cooling power is less important and therefore plastic is a suitable material for 
the construction of bioreactors. In the last decade this flexible material enabled the 
realization of new concepts to solve the engineering conflict of industrial animal cell 
culture, which is a combination of low shear stress and sufficient homogenization to 
minimize gradients in bioreactor systems.
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Nowadays, 2 major trends are obvious:
– For blockbuster biotherapeutics, the optimization of conventional large-scale 

stirred-tank stainless steel bioreactors (STR) using state of the art technologies 
like computational fluid dynamics is still a promising approach. For bioreactors 
scales of 5,000 to 20,000 L and the related scale-down models, classic bioreactor 
systems seem to be the preferred technology even in the near future.

– With the increased productivity and the growing importance of tailored medici-
nes, more production processes in a scale below 5,000 L are feasible. Single-use 
bioreactors (SUB) are here often the system of choice.

This chapter will compare the progress achieved in the characterization and optimi-
zation of classic bioreactors with the new approaches in bioreactor design for single-
use bioreactors. Moreover, the use of cell retention devices in seed train or production 
culture to improve productivity is discussed. This review summarizes the available 
literature and focuses on the engineering aspects of devices for cell cultivations. For 
basic explanations and comparison, e.g., cultivation strategies (batch, fed-batch, per-
fusion) please refer to the literature mentioned in the respective Chapters 6.2 and 6.3.

6.1.2 Major Requirements for Animal Cells in Bioreactors

1. Provide a barrier for the environment to ensure a monoseptic process.
2. Access to nutrients in the optimal concentrations. The task of the cultivation 

system is to minimize gradients, such that nutrients that are added in fed-batch 
or continuous cultivation are not exceeding inhibitive concentrations. In current 
high cell density cultivations, often concentrated feeding solutions are used, in 
which pH, osmolality, and concentrations of components exceed toxic concentra-
tions. To avoid local toxic concentrations an effective macromixing is required.

3. Control dissolved oxygen, temperature, and pH and pCO2 to optimal values. 
Animal cells are very sensitive to pH gradients [1] and gradients of 0.1 pH units 
can have a significant influence on culture performance. The range for acceptable 
dissolved oxygen (DO) levels is rather large. 40 to 60 % are acceptable for most cell 
lines [2]. The operation range for temperature is easy to control, as a range of 36 to 
38 °C is optimal for most cells and small differences have no significant influence 
[2]. Most cell lines have a broad range of acceptable pCO2 which is reported at 4 to 
18 % [3, 4] or 5 to 15 % [5]. Moreover, the pCO2 level influences the glycosylation of 
secreted proteins via the change of internal pH [6].

4. Homogenization of supplied additives (e.g., nutrients) and cells with limited 
shear stress. Shear stress results of a force F applied parallel to a surface (τ = F/A 
in N m–2). Many data exist on the response of animal cells to laminar shear stress. 
Ludwig et. al. measured an increase in LDH level already at values from 0.75 to 
1.00 N m–2 for adherent BHK cells [7]; Kretzmer and Schügerl detected reduced 
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viability at values >2.7 N m–2 [8]. In suspension culture cells are damaged via 
eddies. As smaller the eddies, as higher is the damage. McQueen measured a cri-
tical Kolmogorov eddy length of around 3 µm for a myeloma cell line [9]. Bu-Resh 
measured critical values of 50 dynes cm−2 (500 N m–2) in a turbulent situation [10]. 
Unfortunately the shear stress itself is not easy to calculate in turbulent systems 
and these numbers are difficult to apply on bioreactor engineering.

Another useful number to estimate the shear stress resulting from moving 
components in the bioreactor, is the energy dissipation or the ratio of maximal 
to average energy dissipation rate in a bioreactor [11]. Mollet and colleagues from 
Genentech reported in 2008, that in cell culture bioreactors local energy dissipa-
tion rates of up to 1,000 W m–3 are present and tolerated by the cell culture [12]. 
Unfortunately, large differences exist between different cell lines. For most cell 
lines the energy dissipation rate is a suitable criteria to estimate the shear stress, 
but for some cell lines the tip speed of the stirrer is the preferred criterion. Already 
in 1984, Präve et. al. recommended a critical stirrer tip speed of 1 m s–1 [13] – a 
value that is still a suitable threshold for critical shear stress caused by the stirrer.

Mechanical damage to animal cells in sparged bioreactors is mainly a result 
of sparging gases [14, 15] and not of the turbulence introduced by the stirrer. 
Despite the energy dissipation rates, the velocities, that characterize the spar-
ging process, are rather high. During bubble formation at sparger velocities of  
2.5 m s–1 can easily be reached [16] and bubble bursting is associated with  
velocities of over 5 m s–1 [17]. These values are even higher as the typical stirrer tip 
speeds of 1.0 to 1.5 m s–1.

For all these considerations the progress of cell line selection and engineering has to 
be considered. The energy dissipation values tolerated by industrial cell lines have 
increased tremendously over the last years. In the late 1990s, typical production cell 
lines at Roche Diagnostics tolerated up to 150 W m–3. Nowadays, most cell lines toler-
ate values up to 300 W m–3.

6.1.2.1 Specifics for Adherent Cells
If cell lines cannot be adapted to cultivation in suspension, the cultivation under 
adherent conditions is still the best choice for industrial production. Different require-
ments of these systems are:
– Maximal surface area for cultivation per bioreactor volume.
– Higher shear sensitivity, as not only cell damage, but cell removal from the surface 

is important [7].
– Absence of limitations of cell proliferation and production caused by aggregate for-

mations, contact inhibition, and mass transfer limitations in these aggregates [18, 19].
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6.1.3 Classification of Bioreactors by Application and Process Type

6.1.3.1 Bioreactors for Cultivation of Suspended Cells
Most approved pharmaceutical proteins are produced in stirred-tank bioreactors [20].

Classic Stirred-tank Bioreactors
In contrast to the stirred tanks used for microbial cultivations, bioreactors for animal 
cell cultures differ in design and operating parameters.

In an animal cell culture process, there are significant limitations to fulfill the 
tasks listed in Table 6.1.1.

Table 6.1.1: Comparison of typical operation parameters for bioreactors.

Parameter Microbial Process  
(e.g., Escherichia coli)

Animal Cell Culture  
(e.g., CHO)

Bioreactor geometry “tall” => height : diameter- 
ratio >3 to maximize wall 
surface for heat transfer,  
gas hold up time and kLa

“flat” => height : diameter-ratio <2 to limit 
hydrostatic pressure on bottom and to 
improve axial mixing as most additives are 
added on top and power input is limited

Aeration  
(superficial gas  
velocity)

“high” => superficial gas  
velocity of 24 to 294 m  
h–1 are typical [21]

“low” => superficial gas velocity at cell 
culture conditions is only at  4 to 6 m h–1 due 
to the limitations from shear force and foam 
generation [22, 23, 15]

Power input  
from stirrer

“high” => up to 10,000 W m–3 
are usual values [24]

“low” => average values of 5 to 80 W m–3  
are often reported [12, 15]

To minimize the limitations shown in Figure 6.1.1, several specific devices and modes 
of operations are used in animal cell culture bioreactors.
– The dispergation of gas in the bioreactor and the
– reduction of gas bubble size cannot be achieved via an effective stirrer and higher 

stirring rates as it is useful for microbial fermentations because it leads to an 
increasing shear stress which is induced mainly via small eddies. Therefore, cell 
culture impellers are usually working in axial flow and are poor gas dispensers. 
[25]. Langheinrich et al. could show, that oxygen transfer in an 8 m³ bioreactor 
with cell culture media follows a correlation of van’t Riet and Tramper [26] initi-
ally developed to describe the dependency of oxygen transfer rate on superficial 
gas velocity for bubble columns [27].

– At the given low kLa values in animal cell culture [27] the mode of aeration is the 
major tool to support the oxygen supply. Several ways to improve oxygen transfer 
are possible.
– The use of microspargers is associated with the disadvantage of poor CO2 

removal and the formation of a stable foam via the small bubbles [28].
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– The use of increased backpressure results mainly in an increased CO2 level, 
because of the higher Henry coefficient of CO2 compared to O2 [29].

– Therefore, the preferred method is the addition of pure O2 in the aeration 
stream [30].

– The prevention of toxic dCO2 levels and the efficient removal of CO2 are impor-
tant issues to be solved in large scale bioreactors working in fed-batch mode at 
high cell density [3, 4]. A very successful method to remove CO2, supply O2, and to 
prevent the formation of a stable foam is the aeration with O2 via a microsparger 
and the aeration with nitrogen or air via an open pipe sparger for CO2 removal. 
Foam resulting from this operation mode is less stable than foam generated with 
ring-spargers or microspargers [20]. A controlled pCO2 level can be managed via 
the application of an optimized sparging strategy using open pipe, microspar-
ger and adapted impellers, even at a cultivation scale of 15 m³ [31]. A reliable on 
line measurement for dCO2 in combination with specific controllers enables the 
control of the dCO2 level via the additional nitrogen flow for CO2 removal [5]. For 
CO2 sensitive processes the consequences in productivity can be dramatic (Figure 
6.1.2). Moreover, the dCO2 effects the glycosylation of the produced proteins via its 
influence on the internal pH [4-6].

Figure 6.1.1: Limitations for optimal cell culture conditions in stirred-tank bioreactors.
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– Sieblist from Roche Diagnostics wrote: “Some mass transfer problems need a 
more structured approach. The removal of CO2 from large-scale reactors is an 
important example. In large reactors, sufficient removal rates require high gas 
throughputs, which however, may influence the transport behavior of the impel-
lers.” [22]. Even under cell culture conditions the overflow of a stirrer is a pheno-
menon present in large scale cultivations (Figure 6.1.3).

Figure 6.1.2: Product concentration of a process that operates following an 
optimal dCO2 range in comparison to processes at low and high dCO2 [5].

Figure 6.1.3: Mass transfer of impellers under cell culture conditions mea-
sured in a 1,500 L bioreactor (adapted from [113]).
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– Last but not least the limited power input at animal cell processes influences the 
behavior of stirrers in animal cell cultivations. To prevent the mentioned nega-
tive influence on the impeller behavior, most pharmaceutical processes use opti-
mized inclined impellers like hydrofoil impellers. Examples of used impellers are 
the Lightnin A320™ (Lightnin Mixers), Maxflo™, HE-3™ (Chemineer) or other 
impellers specially developed for optimal axial mixing in animal cell culture 
(Figure 6.1.4 and Figure 6.1.5) [25, 32, 14, 31]. Otherwise very poor transportation 
of additives from the top of the bioreactor to the bottom is the consequence [22]. 
An example is shown in Figure 6.1.6: Even for 1,000 L scale, high pH gradients 
are present if Rushton turbines with a radial flow regime are used. If specia-
lized impellers with an axial flow regime are used, one has to take into account 
that these impellers achieve the same power input as impellers with radial flow 
regime at higher shear stress [33]!

Summarizing these limitations, the operation of a stirred-tank bioreactor as a “mixed 
bubble column” is a useful approach: The application of an impeller just for mixing 
at a constant low power input and the control of oxygen supply and CO2 removal via 
the aeration mode using pure oxygen and other gases decouple the shear stress in the 
bioreactor from the increasing oxygen demand of a growing cell culture [28, 5].

Figure 6.1.4: Maxflow (a), HE-3 (b) and cell culture agitator 
EP1588758 (c) (reprint with permission).

Figure 6.1.5: Homogenization number (mixing time × stirrer speed) of 
different impellers under cell culture conditions (adapted from [113]).
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Another effective way to meet limitations from shear stress is the addition of amphi-
philic block copolymers such like Pluronic F-68® (polyoxyethylene-polyoxypropyl-
ene block copolymer, poloxamer) protection agents to the culture medium [34, 35]. 
Surfactants like Pluronic F-68® cover the surface of bubbles and therefore reduce or 
eliminate interaction of animal cells and bubbles [36]. However, the use of protecting 
additives like Pluronic F-68® or defoamer has a negative influence on filtration steps 
during downstream processing [37, 38] (see Chapter 6.4). Additional negative effects 
on the cell cultivation performance have been reported for specific defoamers [39, 
40]. Therefore, a careful use of protecting agents in cell culture is required to prevent 
a negative influence on culture performance and the product [41].

If very shear sensitive cells are cultivated which do not have a higher oxygen 
demand and shear protecting agents cannot be used bubble-free aeration via mem-
branes is another appropriate approach. This technology is intensively used at Bayer 
Healthcare and well characterized [14, 42].

Airlift Bioreactors 
Airlift bioreactors benefit from the density reduction due to sparging to force circu-
lation of a liquid. The circulation can be achieved via a guided internal loop (main 
application) or via an externally aerated loop. The limitations are characterized in 
Figure 6.1.7. The operation principles and engineering characteristics have been 
recently described by Merchuk [43]. The application of airlift bioreactors for the pro-
duction of biologics is not very common. The only company having a long experience 
in the use of airlift bioreactors for animal cell culture up to 5 m³ scale is Lonza Biolog-

Figure 6.1.6: pH gradients in a 1,500 L stirred-tank bioreactor  
equipped with 3 Rushton turbines during a pH-shift from 7.2 to 7.0  
(data: Detlef Eisenkraetzer, Roche Diagnostics).
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ics [44]. A comparison of the performance and main design parameters between a 
stirred-tank bioreactor and an airlift bioreactor in m³-scale is published by Abraham 
et al. [45]. As the airlift bioreactors are working with high superficial gas velocities to 
ensure sufficient mixing and mass transfer, the shear stress in airlift bioreactors is 
comparable to stirred-tank bioreactors [46, 47].

Devices for Improved Processes in Stirred-tank Bioreactors
The standard process for production of monoclonal antibodies is a fed-batch proce-
dure using the addition of concentrated feed solutions to achieve maximal productiv-
ity. Despite this procedure, several engineering strategies are applied to increase the 
productivity in the product concentration or to shorten the process time. Addition-
ally, several sensible block buster molecules like factor VIII [48] and erythropoietin  
[49, 50] are produced in continuously perfused cultivation processes using cell reten-
tion systems. In industrial applications only differences in size or density serve as 
retention criteria for animal cells.

A review on the advantages and disadvantages of different cell retention devices 
for stirred-tank bioreactors was published by Woodside in 1998 [51]. An excellent 
evaluation and review of useful technologies from an industrial perspective has been 

Figure 6.1.7: Limitations for optimal cell culture conditions in an airlift bioreactor.
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published by colleagues from Serono® in 2003 [52]. Very few publications report new 
data since 2003. Some interesting new aspects are listed below.

Dialysis of Media
The concept of the dialysis of media through a stirred-tank bioreactor is more or 
less the application of the advantages of a hollow fiber reactor for adherent cells 
(see p. 403) to a stirred-tank bioreactor system [53]. Modules of membranes perme-
able for the nutrients and low weight byproducts of the cells, like lactate, are placed 
in a bioreactor or a liquid stream is pumped through an external loop containing 
these membranes. As the membrane is impermeable for high molecular weight sub-
stances like proteins, very high cell and product concentrations can be reached via 
the dialysis of the medium. To place the dialysis module outside the bioreactor has 
some disadvantages: uncontrolled environment (DO, pH, temperature) and higher 
shear stress for the cells in the circulation pump. The advantage is the access to the 
module and ability to replace a module, which has blocked due to fouling processes. 
An industrial dialysis process using modules in the bioreactor was developed by 
the former Boehringer Mannheim (Roche Diagnostics) up to m³ scale in the 1980s  
[54, 55]. The technology has been intensively used and further developed and today a 
significant bioreactor capacity at Roche Diagnostics is based on this technology [56].

Cell Retention via Centrifuges
A very common way to uncouple the dilution rate in a bioreactor from cell growth 
of suspended cells is the use of centrifuges for cell retention. Compared to filtration 
devices, there is no risk of clogging of a filter [57]. Many systems are on the market 
to enable cell retention on small or large scale. Continuous centrifuges for cell reten-
tion are working at low g-forces (<300 × g). After optimization of the applied g-force, 
it is possible to achieve a separation of viable from dead cells. Viable cells can be 
retained in the bioreactor and the viability of the culture can be maintained at high 
values over a long period [58, 18]. Other systems like the CARR® ViaFuge® (Pneumatic 
Scale Corporation) work at higher g-forces and gently separate all cells. This highly 
concentrated cell suspension can support a split batch process with a harvest several 
times a week. Compared to a classic perfusion process with a continuous flow, such 
a cultivation regime has some advantages for the batch definition and scheduling of 
downstream operations (see Chapter 6.4).

Cell Retention via Ultrasound
Acoustic filters apply a fixe ultrasonic field that forces cells to aggregate [59]. These 
aggregates settle at the bottom of the field and either they are continuously washed 
back to the bioreactor or the field is turned off frequently and the settler is harvested 
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in a “back flush mode” [59, 61]. Even if all publications state the scale-up potential, 
there are several problems connected with a scale-up. With increasing scale, a power 
input of at least 60 W in a 400 mL system is needed and a significant loss of efficiency 
is related of the interaction of the high cell density slurry with the ultrasonic field [62]. 
The removal of the heat is as well a significant issue. Therefore, no industrial applica-
tion in large scale has been published [63]. Nevertheless, Evonic Industries has pat-
ented perfusion process using an acoustic settler for the production of erythropoietin, 
but use at large scale by the former Siegfried Biologics (Avesta Biotherapeutics) is not 
known [50].

Hydrocyclones
Another compact device using density differences as separation criterion are hydro-
cyclones. Hydrocyclones operate as a solid bowl centrifuge without rotation of the 
bowl [65]. Instead, the suspension is brought in rotation by being tangentially fed into 
the cyclone under pressure. The suspension is supplied tangentially into the cyclone 
and forms a primary vortex along the conical wall. This spinning vortex accelerates 
as it moves down the tapered cyclone to partly separate the cells. Thus, the underflow 
is enriched with cells; particularly, larger cells while smaller cells and cell debris are 
forced to leave the cyclone through its overflow nozzle by forming an upward-spin-
ning secondary vortex in the cyclone core. Hence, hydrocyclones use the same sepa-
ration principle as centrifuges. However, they have no movable parts as the vortex 
motion is performed by the energy of the fluid itself, and stable eddies are generated 
by the high velocity of the tangential flow of the suspension. Moreover, they do not 
require high precision components, which are expensive to manufacture and operate. 
These properties suggest hydrocyclones for separating animal cells in continuous per-
fusion bioreactors.

Whereas they have a long history in microbial fermentations, their use in animal 
cell culture is still limited. A limiting factor is the significant pressure drop of at least 
0.5 bar in the system and the high shear forces. The effect of the shear forces can be 
reduced by the addition of protection substances and optimization of pressure condi-
tions [64]. In later publications, good results in cell retention with low cell damage 
combined with the separation of dead (overflow) and living cells (underflow) has 
been achieved [65]. The scale-up potential is currently limited to 500 L bioreactors, as 
the separation efficiency decreases with cyclone diameter [64]. A solution would be 
the operation of parallel systems [64]. Until today, significant applications in indus-
trial scale have not been published.

Cell Retention via Inclined Settler
The state of the art of the settler technology has been fully described by Woodside [51]. 
In general, all types of inclined plate settlers consist of multiple thin chambers formed 
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between the plates. Suspension from the bioreactor enters the settler at the bottom 
and in the chambers an overflow of media is flowing towards the harvest tank. In the 
chambers, cells sediment to the bottom plates and form an underflow downwards to 
the bottom of the settler. Here, they enter a circulation flow, which carries them back 
to the bioreactor. An inclined settler is using density difference as separation force. The 
settling path of the cells is shortened via inclined placement of plates in short distances. 
In current industrial use, adherence of cells to the plates and fouling in the device is 
prevented via special surface treatment and the application of vibrations on the plates. 
Influence on the cell culture in the loop for cell retention is usually reduced via a reduc-
tion of the temperature to below 8 °C. Detailed descriptions on the functionality and 
parameters of inclined settlers are available from manufacturers like Biotechnology 
Solutions [66]. Whereas in 1998 most data have been based on small scale experiments 
at universities, meanwhile several publications on industrial use appeared [67, 48]. 
Systems with a throughput of up to 1,000 L/d are in use [67].

The settler technology is mainly in use for the production of products that are sen-
sitive to degradation in the bioreactor and need a short residence time in it. Publica-
tions on proteins that are not stable in culture list alpha-L-iduronidase and N-acetyl-
galactosamine 4-sulfatase from BioMarin Pharmaceutical and Kogenate® from Bayer 
HealthCare Pharmaceuticals [48, 42, 68].

A different application of the inclined settler has been recently published by 
Roche Diagnostics: The retention of the cells in semicontinuously operated seed train 
bioreactor to achieve higher inoculum cell densities and to shorten the cultivation 
time in a 14 m³ production bioreactor [69].

Cell Retention via Filtration 
Filtration is the retention of cells via size exclusion – usually achieved via the reten-
tion on membranes. A major limitation of these systems is the clogging of the filtra-
tion device. This tendency can be reduced by application of different strategies.

Spin filters are rotating cylindrical filters made of stainless steel or disposable 
plastic material – usually with a pore size of 20 to 50 µm. Via steric hindering of the 
rotating filter, cell retention is achieved and clogging of the filter is reduced. Neverthe-
less, clogging of the filter is one of the major drawbacks of the system. A very common 
version is a simple design of a filtration cylinder directly mounted on the stirrer. Here, 
the reduction of clogging via an increased rotation speed of the filter is very limited 
as the increased stirrer speed leads to improved mass transfer and increases cell 
damage. An alternative is an externally driven spin filter mounted on the stirrer shaft 
inside the bioreactor – but here, shear stress is as a function of the rotation speed of 
the cylinder. Nevertheless, the ability to prevent clogging via a back stream of media 
and the alteration of the rotation speed offer a significant scale-up potential of spin 
filter units [70]. Industrial applications have been reported from several companies 
[20].
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Cross flow filtration is another alternative technology for cell retention. Like any 
filtration technology, cross flow filtration devices face the issue of clogged membranes 
as a scale-up and performance limitation. The XD® technology of DSM Pharmaceuti-
cals uses cross flow filtration devices to achieve extreme cell concentrations up to  
3 × 108 mL even at a scale of 500 L [71]. This technology is used by different pharma-
ceutical companies [72, 73]. In alternating tangential flow (ATF) devices from Refine 
Technology, media is pushed back frequently though the membranes from the perme-
ate side of the membrane. The prevention of fouling can be achieved and the indus-
trial use and scale up is feasible. Examples of the application of ATF devices in m³ 
scale have been reported by CMC Biologics [74].

6.1.3.2 Bioreactors for Cultivation of Immobilized Cells
For the production of vaccines and modern virus-based biologics as well as for 
medium scale transient transfections, usually adherent cell lines are preferred [75, 
76, 34]. Simple conventional cultivation systems are cell factories and roller bottles. 
These systems can be used for industrial production [77]. Better controlled cultivation 
systems use cells on microcarriers in stirred-tank bioreactors, fluidized bed bioreac-
tors, fixed bed bioreactors, or the cells are cultivated in hollow fiber systems (Figure 
6.1.8). Single-use systems of different complexity are shown in Figure 6.1.9.

Especially, for the production of vaccines, single-use bioreactors become more and 
more the preferred system. Many examples of industrial applications have been 
reviewed by Eibl and Eibl [78]. Anyhow, industrial production of therapeutic proteins 
usually relies on the cultivation of suspended cells as the preferred method. Only few 

Figure 6.1.8: Principle of perfusion bioreactors for adherent cell culture (fluidized bed, packed bed, 
and hollow fiber bioreactors).
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therapeutic proteins have been produced with adherent cells in the past. The most 
prominent example is the production of erythropoietin at Amgen [79, 80].

Stirred-tank Bioreactors
Most industrial processes for cultivation of cells on carriers use stirred-tank bioreac-
tors. The cells can be attached to polymer based carriers like Cytodex® (GE Healthcare 
Life Sciences [81] or macroporous microcarriers. Cell attachment is often supported 
via charges throughout the immobilization matrix or a collagen layer coupled to the 
micocarrier surface. An overview of current materials is given by Warnock and Al-
Rubeai [82]. Behavior of microcarriers in stirred-tank bioreactors has been studied 
by Nienow [2]. As mentioned in Section 6.1.2.1, shear sensitivity is a critical param-
eter. The energy to suspend the microcarriers (<3 W m–3) is lower as the usual energy 
applied in suspension culture. But several publications report higher shear sensitiv-
ity, when cells are cultivated on microcarriers in comparison to suspended cells under 
identical cultivation conditions [83]. A possible explanation is, that eddies larger than 
the particles do not damage animal cells [82, 84, 19]. Particles of a higher diameter are 
more sensitive to shear stress, but the retention of these large particles is comparably 
easy to achieve using internal or external spin filters [85] or hollow fiber modules [86]. 
For scale-up strategies it should be considered, that seeded microcarriers can be used 
to inoculate the next larger bioreactor scale [87].

Fluidized and Packed Bed Bioreactors
In fluidized bed bioreactors, the microcarriers are fluidized via an upward flow gener-
ated via an external loop. In contrast, packed bed bioreactors use solid porous mate-
rial. The circulation principles are usually the same as for fixed bed bioreactors. Both 
systems operate exclusively in perfusion mode. As gas sparging would influence the 
homogeneity of the fluidized bed, gas exchange is realized via internal [18] or external 

Figure 6.1.9: Disposable systems for the cultivation of animal cells: cell factory, roller bottle, single-
use bioreactor (example from Thermo Fisher Scientific).
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[88] gas exchange membranes. Sampling devices and sensors for DO, pH, and others 
can be placed in the circulation loop or the bioreactor itself.

Nevertheless, the use of adherent Chinese hamster ovary (CHO) and baby hamster 
kidney (BHK) cells is often difficult due to the formation of large aggregates in the flu-
idized bed bioreactors [18, 88]. Compared to fluidized bed bioreactors, packed bed 
bioreactors have several scale-up limitations. Gradients of DO, pH, and substrates 
in the packed bed are an inherent feature of the system, as mixing is limited in the 
packed bed. On the other hand, shear stress is very low. If this is a critical issue for 
process design, a packed bed bioreactor can be superior to fluidized bed or stirred-
tank cultivation [89]. The cell density can be monitored via sampling of carriers and 
releasing of the cells, e.g., enzymatically via trypsin treatment or by fluorescence 
based offline assays [90]. Since the use of dielectric spectroscopy has a long history in 
biomass monitoring [91], meanwhile good results for the online estimation of biomass 
with dielectric spectroscopy have been reported [90, 92].

Beside possible mass transfer limitations due to large agglomerates, animal cells 
can stop to proliferate on carriers due to contact limitations. If product formation 
is coupled to cell proliferation, a dramatic reduction of specific productivity is the 
consequence. This can inhibit the development of an efficient process [93-95]. The 
disadvantage of the formation of tissue-like aggregates in these bioreactors offers a 
new field of application of the technology: tissue culture [96, 97]. So far, no biophar-
maceutical proteins from production processes using fluidized or fixed bed bioreac-
tors have been approved, even if the production of licensed products in these systems 
seems promising [98]. A review on the use of fluidized or fixed bed bioreactors for the 
production of viruses and viral vectors is available from Généthon [99].

Hollow Fiber Bioreactors
Hollow fiber bioreactors are another system for the cultivation of adherent cells in 
perfusion mode. Here, the cells are here attached to the outer surface of semiperme-
able tubes. Fresh media is circulated through the tubes and nutrients and metabo-
lite diffuse through the membranes, whereas proteins are retained in the lumen 
between the membranes. Therefore high cell densities and product concentrations 
are reached in the extra capillary volume. Commercial available hollow fiber reactors 
usually consist of cartridges containing thousands of these tubes. Compared to carrier 
based culture techniques, the use of a hollow fiber system has the advantage, that the 
“molecular weight cut off” of the membranes can be adapted to process requirements 
and that diffusion of media through the membranes and cell layers are better under 
control. Within the fibers gradients are low, but especially DO gradients in the cell 
layers are possible [100, 101].

Large scale systems claim to reach a productivity of 10 g L–1 antibody per day 
for the largest available 1 L system [102]. In contrast, a 1,000 L stirred-tank biore-
actor with a final product concentration of 1 g L–1 after 14 days, characterized by 
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an average daily productivity of only 71 mg L–1 d–1, yields in a total productivity of  
71 g d–1, which is much higher as in the 10 L hollow fiber system. Typical applications 
for hollow fiber bioreactors work with less than 5 L/d [63] and therefore these systems 
are only interesting for sensitive products at low volume and so far only one commer-
cial product is produced in hollow fiber bioreactors by the Cytogen [20].

6.1.4 Single-use Bioreactors

The productivity of industrial cell culture processes has improved dramatically in the 
last 15 years. Lonza published a fortyfold increase in product concentration and an 
240-fold increase of the volumetric productivity for its GS-CHO processes based on 
metabolically engineered CHO cells expressing a glutamine synthetase (GS) for using 
glutamine-free medium conditions [44]. Therefore, only the production of antibody 
blockbuster biopharmaceuticals with a demand in the range of tons per year requires 
large bioreactor capacity in a scale of 5 to 20 m³. Many products and the majority 
of material for clinical studies can be produced in a scale-up to 2,000 L. Moreover, 
the number of approved products has increased and the trend to tailored medicines 
requires increased flexibility [20]. This is the reason for the growing market of single-
use bioreactors.

Single-use bioreactors consist of a pre-sterilized (usually γ-irradiated) plastic 
container made of polycarbonate, polyethylene, polystyrene, polytetrafluorethyl-
ene, polypropylene, or ethylene vinyl acetate [78]. These single-use containers are 
placed in holders/frames that support the shape of the reactor and serve often as 
heat-exchange surface via double jackets or electrical heating. Single-use sensors 
can be integrated or classic sensors can be placed into the bioreactor via sterile con-
nectors. Not regarded in this chapter are “traditional” single-use systems like the 
Tecnomouse® from Integra Biosciences [103] or the miniPerm® (Heraeus Sepatech), 
because these systems are laboratory equipment, that has to be placed in a controlled 
environment like an incubator. Nevertheless, the differentiation between laboratory 
equipment and a bioreactor is getting more difficult for single-use systems. Shake 
flask system equipped with a control for DO, pH, and multiple feed lines integrated in 
CO2 incubators exist and have successfully been implemented in industry [104]. These 
systems are a valid alternative to small-scale bioreactor systems like the Mobius® 
(EMD Millipore) or the UniVessel® SU (Sartorius).

Single-use bioreactors offer several advantages compared to conventional biore-
actors [105-107]:
– Reduced footprint for installation of the systems,
– reduced investment and operational costs,
– reduced CO2 emissions, far less use of electricity, compressed air and clean  

steam,
– reduced project realization time for installation of new systems,
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– reduced requirements to infrastructure,
– increased flexibility to changing capacity demands.

These advantages are the major driving force for the triumphal progression of sin-
gle-use bioreactors in the last decade. Since the first successful launch of a single-
use bioreactor [108], the variety and quantity of these bioreactors has increased. In 
general, all single-use bioreactor systems are used for the cultivation of suspended 
cells or the cultivation of cells using suspended microcarriers. Their characterization 
is comparable to the classic systems described in Section 6.1.3.1. At the Zurich Univer-
sity of Applied Science several groups are working on the characterization of single-
use systems. Several publications from these groups give an overview to the field of 
single-use technology [109, 110]. Therefore this chapter will focus on some special 
aspects and systems that are of interest for an industrial application. A classification 
of existing systems via the mode of mixing is given by the DECHEMA (Figure 6.1.10).

6.1.4.1 General Specifics of Single-use Bioreactors
Based on their use and the materials they are made of, all single-use bioreactors have 
common characteristics.

Figure 6.1.10: Classification of single-use bioreactors for cultivation of suspended cells (adapted 
from [150]).
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Additional Testing Procedures
Single-use bioreactors are made of plastics. The use of plastic material for the manu-
facturing of therapeutic proteins requires intense testing of components leached into 
the product containing culture broth. As bioreactors are used in upstream processing, 
the requirements with regard to product safety are lower compared to the downstream 
processes that are closer to the final drug product. Nevertheless, several additional 
test procedures like integrity tests, bioburden level, transportation safety, steriliza-
tion procedures, etc. are required. Guidance on the recommended tests is given by 
several organizations [111-113].

Leachable Components Influence Process Performance
Negative effects from leachable components can influence the cultivation process 
dramatically (Figure 6.1.11) [114, 115]. Most leachable tests focus on patient safety and 
cannot detect the influence on process performance. Few interlaboratory tests have 
been performed to evaluate the influence on process performance [116]. Recently, col-
leagues from AMGEN could identify one of the toxic components leaching from bio-
process containers. Bis(2,4-di-tert-butylphenyl)phosphate (bDtBPP) is a degradation 
product of the trisarylphoshite processing stabilizer IRGAFOS 168® (Ciba Specialty 
Chemicals), an antioxidant additive used in polyethylene production [117].

Figure 6.1.11: Influence of media storage in bags on media performance  
in shaker experiments (data: Christina Fritz, Roche Diagnostics).
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Behavior of Media in Plastic Containers
The inner contact layer is often made of polyethylene. Therefore, the adsorption of 
cholesterol, fatty acids, and other media components can have a critical influence 
on the process [118]. On the other hand, the storage of feed media in disposable bags 
instead of tanks equipped with air filter units may have a positive influence on media 
performance, as oxidation of media components is reduced (Figure 6.1.12).

6.1.4.2 Bioreactors with a Rotating Stirrer
The latest overview on single-use bioreactor models is presented in Table 4.1. in a 
review from Eibl and Eibl [109]. The most common mode of mixing of single-use 
bioreactors in this overview is wave induced motion or a rotation stirrer. Regarding 
stirred single-use bioreactors, some differences with respect to the power input and 
shear stress are obvious. At Rentschler Biotechnologie a study for a specific mAb 
process was conducted. Typical power input in the compared single-use bioreactors 
(HyClone, Xcellerex, Sartorius) was approximately 15 W m–3 [119]. Roche Diagnostics 
published a comparison of engineering numbers from a comparative study [24]. For 
some parameters like the Newton number, different values are published. For the 
impeller of the 250 L Hyclone SUB®, Hyclone (Thermo Fisher Scientific) has calcu-
lated a Newton value of 2.1. This value is used in many publications, but is rather high 
compared to other results for inclined impeller that report values between 0.7 and 1.4 
for different types of 45° pitched blade impellers [120, 121].

At Roche Diagnostics, impellers in stainless steel bioreactors and different single-
use bioreactors have been characterized using identical methods and equipment to 
measure the power input. The results show that the compared single-use bioreactors 

Figure 6.1.12: Influence of feed media storage in bags on media performance 
in bioreactor experiments (data: Britta Schmidt, Roche Diagnostics).
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are operating exactly in the transition zone from laminar to turbulent flow (Figure 
6.1.13). The exact calculation of the power input under process conditions is very dif-
ficult because the reactor operates under transient flow conditions at low cell densi-
ties and low power input (3 W m–3) and under turbulent conditions at maximal cell 
concentration and higher power input of 15 W m–3.

Most stirred single-use bioreactors are operated at around 15 W m–³. This is related to 
several constraints: 
1. For the shipment of the bioreactor bag from the vendor to the customer it is neces-

sary to fold the empty bag to reduce the volume. Therefore, the bags are designed 
without baffles. Depending on the location of the stirrer, this tank design leads 
to a reduction of the power input. At Reynolds numbers typical for single-use 
bioreactors (>104) a reduction by a factor of 4 is characteristic [122]. Experiments 
at Roche Diagnostics showed only a reduction by a factor of 2 for bioreactors with 
a centered stirrer system (compare Sartorius single-use bioreactor and stainless 
steel bioreactor in Table 6.1.2).

2. In combination with the low power input, single-use bioreactors are operated 
following the regime of bubble columns based on the correlations of van’t Riet 
[123]. To ensure a good mixing time, impellers with axial flow offer advantages. 
The positive effect is demonstrated for the CultiBag STR™ (Sartorius), which is 
available with Rushton turbines or inclined impellers (Figure 6.1.14).

3. Even at low power input, the shear stress in unbaffled bioreactors is at least  
30 % higher as in baffled bioreactors [124].

Figure 6.1.13: Newton number of different single-use bioreactors as a 
function of turbulence in the bioreactor (data: Britta Schmidt and Marion 
Traverse, Roche Diagnostics).
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Based on different publications [119, 24, 125], kLa values are lower (maximal 15 to 
20 h–1) due to the low power input but sufficient for cell culture applications if pure 
oxygen is used. Mixing time is usually comparable to classic bioreactors and in most 
cases sufficient for animal cell culture applications. Few bioreactor systems exist, 
where the mixing time is significantly higher compared to conventional systems 
[119, 24] – but these systems differ significantly from a classic design with a stirrer 
mounted on a stirrer shaft.

Figure 6.1.14: Mixing time measured in CultiBag® STR using different 
stirrer combinations (adapted with permission from [23]).

Table 6.1.2: Comparison of Newton number measured via identical torque meter method (adapted 
from [24]).

Bioreactor Newton number

2 L stainless steel bioreactor 
(1 inclined impeller; 4 blades d/D = 0.33, 4 baffles)

1.5

250 L Hyclone S.U.B.™
(1 inclined impeller; 3 blades d/D = 0.33, no baffles, stirrer of center placed)

1.4

200 L Sartorius CultiBag™ STR
(2 inclined impeller; 3 blades d/D = 0.33, no baffles)

1.3
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6.1.4.3 Bioreactors with a Paddle Mixing System
The absence of baffles results in rotation and formation of a vortex in a cylindrical vessel. 
A solution for this problem is the use of cubic vessels. The most prominent system is the 
bioreactor Nucleo™ (ATMI Life Sciences) – a cubic bioreactor with a paddle system to 
mix and aerate the liquid (Figures 6.1.15 and 6.1.16). Despite or better due to the unusual 
design, good homogenization numbers of about 40 and kLa values of over 10 h–1 at low 
shear levels can be achieved [24]. Several pharmaceutical companies have successfully 
evaluated the cubicle as a system for the cultivation of animal cells. [126-130].

  Figure 6.1.15: Nucleo™ 50 L by ATMI LifeSciences.

Figure 6.1.16: Single-use bioreactor CultiBag® 
STR used for characterization of mixing behavi-
our using different stirrers [23].
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6.1.4.4 Orbitally shaken Bioreactors
The standard cultivation system for animal cells in a CO2 incubator is the orbitally 
shaken flask. An obvious scale-up approach is the construction of larger orbitally 
shaken single-use bioreactors. These systems generally have the advantage of a foam-
less cultivation due to the use of headspace aeration and the absence of moving parts 
in the bioreactor. On the other hand the movement of the bioreactor itself requires 
more flexible connections to the supply systems and a higher footprint compared to 
stirred bioreactors.

Several systems are used and characterized. Beside their normal application 
using wave induced motion, orbitally shaken rocker bags are used in universities and 
companies. Orbitally shaken CultiBags™ have been characterized by the Zurich Uni-
versity of Applied Science Wädenswil by Löffelholz et al. [131]. One of the drawbacks 
of rocking motion and orbital shaking is obvious: if the movement of the container 
exceeds a threshold value, the liquid cannot follow the motion moves slower as the 
container itself. If the liquid gets “out of phase” the power transfer from the vessel 
to the liquid is reduced (Figure 6.1.17). Moreover, the prediction of the out-of-phase 
behavior seems difficult at different scales (differences between Figure 6.1.17 and 
Figure 6.1.18). Data from Merck-Serono showed, that the use of rocking motion for 
the pillow-design results in a better cell culture performance compared to orbitally 
shaken bioreactor of the same design [128].

Figure 6.1.17: Mixing time (left picture) and oxygen transfer coefficient kLa (right picture) of an orbi-
tally shaken 20 L CultiBag® using an amplitude of 50 mm. At standard filling level, the liquid motion 
gets “off phase” at values higher as 70 rpm – mixing time and kLa are not increased, as the power 
of the fast moving bag cannot be transferred to the slower moving liquid (adapted by Christian 
Löffelholz).
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In contrast to a simple change of the movement for the same bioreactor, the successful 
application of bioreactor systems designed for orbitally movement has been demon-
strated and several commercial systems are successfully used [132-137]. The systems 
are characterized by high kLa-values between 15 to 45 h–1. Mixing times of around  
40 s can be reached, but for different 200 L systems results showed that the minimal 
mixing time is nearly reached at 60 rpm and not further decreased with increasing 
motion frequency of the vessel. This indicates as well an out of phase behavior of 
cylindrical vessels [133, 132]. Results of cell culture performance have been published 
by several groups [135, 133, 132, 137].

6.1.4.5 Bioreactors with Oscillation
An alternative way to mix the liquid in a bioreactor is the movement of the whole 
reactor around an internal axis. A cubical container bag is agitated by rotary oscilla-
tion around its own vertical axis [138]. In these systems power input is comparable to 
stirred-tank systems up to 100 W m–3 and with submerse aeration only kLa in the range 
of stirred bioreactors between 30 to 40 h–1 can be reached (Figure 6.1.19). Shear stress 
for these bioreactors was evaluated using the floc destruction method described by 
Henzler and Biedermann [11] and, therefore, a direct comparison to the publications 
for classic bioreactor systems from this group is possible: at low power input and 
surface aeration the shear stress in the single-use bioreactor is very low (floc diam-
eter >150 µm). If high kLa values are required (>30 h–1) and therefore power input of  

Figure 6.1.18: Mixing time (left picture) and oxygen transfer coefficient kLa (right picture) of an 
orbitally shaken 10 L CultiBag® using an amplitude of 50 mm. The out-of-phase effect appears at 
low volume and low shaking frequency (unpublished data by Jennifer Mahlig, Tobias Backoff and 
Christian Löffelholz, ZHAW).
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~100 W m–3 and microsparging has to be applied, the shear level is in the range 
reported for sparged stirred tanks (Figure 6.1.20). This is not surprising if one takes 
into account that the sparging has the major effect on shear stress in the typical cell 
culture bioreactor (the “stirred bubble column”).

Due to the low power input, good mixing time (<90 s), low shear stress, and high 
kLa value, the cell culture performance is comparable to conventional systems [138]. 
As the system is relatively new, few publications on the industrial use exist.

Figure 6.1.19: Volumetric mass transfer coefficient within BaySHAKE® single-use bioreactors (Bayer 
Healthcare) using bubble aeration with linear microspargers mounted at one side of the contai-
ner. Variation of pore size dL from 20 to 80 µm and bioreactor volume from 32 to 1,000 L. The plot 
contains a comparison with macrosparging (dL = 500 µm, dashed-dotted line) and surface aeration 
(dotted line) (reproduced with permission from [138]).



 

414   6 Upstream and Downstream Process Technology

6.1.4.6 Rocking Motion Type Bioreactors
The standard rocking motion type bioreactor (RTMB) consists of a half filled “pillow” 
type bag, that undergoes a rocking motion along its length axis. This leads to the 
formation of a wave, which is responsible for mixing and mass transfer from the gas 
phase. The first single-use bioreactor, that was used in industrial cell culture was a 
rocking motion type bioreactor developed by Singh [108]. Even if the kLa values of the 
first systems have been only 4 h–1, these systems paved the way for single-use bioreac-
tor by their robustness and ease of use. Today, 15 years after introduction, RMTBs are 
the most common and best characterized single-use bioreactors [139].

Several engineering characterizations have been published in the past. The 
results can be summarized:
– Power input in RMTBs is comparable to conventional bioreactors. The usual ope-

rating range is 20 to 40 W m–3 and can be increased up to 80 W m–3 [135].
– Mass transfer rates kLa for oxygen reported from 4 h–1 [108] up to 8 h–1 [140] depen-

ding on the used bioreactor type.

Figure 6.1.20: Volumetric mass transfer coefficient of BaySHAKE® single-use bioreactors (Bayer 
Healthcare) under bubble aeration with a single linear micro- or macrosparger (pore size between  
20 ≤ dL [lm] ≤ 500) mounted in the corner between bioreactor bottom and wall. Data is plotted 
against the reference floc diameter dVF. Floc diameter indicates shear stress inversely (high  
diameter = low shear stress; reproduced with permission from [138]).
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– Mixing time for 95 % homogeneity for the complete bioreactor is relative long 
(100 to 200 s) under normal operation conditions. These poor values are achieved 
if the tracer is added on the short site of the reactor, orthogonal to the movement 
of the wave. At the point of addition the local dispersion of added substances is 
taking place within less than 10 s.

– Just like for all shaken systems at very high rocking speed an “out of phase” beha-
vior is possible, if the bags move faster than the liquid can move inside.

These statements are not valid for the CELL-tainer® (ATMI Life Sciences). Here the 
rocking motion happens along the short axis of the system and moreover it is com-
bined with a longitudinal motion of the reactor. This leads to significant differences 
in the engineering numbers:
– Power input ranges from 50 to 400 W m–3 [141].
– Mass transfer rates kLa for oxygen are between 300 h–1 [108] and 700 h–1 [140], 

depending on the filling level of the bag.
– Mixing time for 95 % homogeneity for the complete bioreactor is less than 10 s.

These high engineering numbers enable cultivation of animal cells at very high cell 
concentration [142] and microbial organisms [143].

The rocker systems have proven their ability for the cultivation of cells as part of 
the seed train in several studies [140]. After a transfer from a classic system a short 
adaptation phase can be observed sometimes (Figure 6.1.21). Schöpke performed an 

Figure 6.1.21: Comparison of cell density in a solera process performed in a 20 L CultiBag RM® (red) 
and a conventional 15 L stirred-tank bioreactor (blue) at Roche Diagnostics. Seed train cultivation 
was performed in shaker flasks at 30 W m–³. The adaptation effect for the first split after is not a 
regular phenomenon (reproduced with permission from [140]).
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intensive comparative characterization engineering parameters and cell culture per-
formance in a 20 L rocking motion type bioreactor using several CHO production cell 
lines. He could not detect any significant differences in cell growth, viability, cell size 
(Figure 6.1.22), metabolite and product formation, and substrate consumption. Identi-
cal Annexin V levels on the cell membranes during the cultivation indicate even no 
differences in cell apoptosis [140]. Therefore, it is not surprising that for many phar-
maceutical companies the rocking motion single-use bioreactor is the preferred seed 
train bioreactor as it offers significant advantages in capital investment and opera-
tional costs [31].

6.1.4.7 Modifications of Single-use Airlift Bioreactors
Mainly 2 different single-use airlift bioreactors are currently on the market. Airlift bio-
reactors up to 50 L are available from Cellexus. When a lower aeration rate is used but 
sufficient circulation of the liquid is needed, the circulation can be supported via a 
stirrer. Disposable hybrid bioreactor systems are on the market, which use this mode 
of operation. The published data show acceptable performance. Nevertheless, data 
on high cell density culture or larger applications have not been published [144].

Another mode to support the mixing of the bioreactor is realized by PBS Biotech. 
The family of “Air-Wheel” bioreactors is available in scales from 3 to 2,500 L. In these 
bioreactors an internal wheel is driven by the rising gas bubbles to support mixing of 
the liquid. The shear stress measured at the wheel is below 0.5 Pa [145], a value that 

Figure 6.1.22: Comparison of cell size during a cultivation performed in a 20 L CultiBag RM® (red) 
and a classic 15 L stirred-tank bioreactor (blue) at Roche Diagnostics (adapted with permission from 
[140]).
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is below the critical value for BHK cells at 0.75 Pa [7]. On the other hand, the average 
energy dissipation was calculated to be 0.01 m2 s–3 [146] – which is a typical value 
for shear intense bubble columns. Comparable shear stress levels in stirred tanks are 
reached at 1 m2 s–3. Successful production of vaccines using shear sensitive anchorage 
dependent cells indicate that the shear stress from the aeration is lower as in compa-
rable bubble columns without the rotating wheel [146].

6.1.4.8 Single-use Bioreactors for the Cultivation of Adherent Cells
As mentioned above, the production of viral particles or viral vaccines often uses 
adherent cell lines such like VERO (from Esperanto: verda reno, African green monkey 
kidney epithelial cells) or MDCK (Madin-Darby canine kidney) and others. Therefore, 
the use of microcarriers for the cultivation is necessary to provide the surface for cell 
attachment. GSK Biologicals published an intensive evaluation of single-use biore-
actor systems for the above mentioned processes [129]. The evaluation showed, that 
there exist substantial variances between the bioreactor systems. Large differences in 
the homogenization number were found and all systems induce higher shear forces 
due to the low power number of the impellers. Finally, some systems could not be 
used for production.

For the use of stirred single-use bioreactors for the cultivation of shear sensitive 
cells on microcarriers, the low power input is a challenge because higher stirrer speed 
and higher tip speeds are required to bring the microcarriers into suspension. An 
alternative is the use of packed bed single-use bioreactors for the commercial pro-
duction of vaccines. A conventional and well-established system for small-scale cul-
tivation is the CellCube® from Corning. Several publications mention the reliable and 
good performance of these simple systems – but only a few control parameters can 
be recorded in these bioreactors [89]. The next level of process control can be reached 
with complete disposable packed bed bioreactors like the CelliGen® BLU by Eppen-
dorf or the iCELLis™ from ATMI LifeSciences. Several groups use these systems for 
the small scale production of vaccines [147, 148], and they proved that these systems 
show a comparable performance as classic packed bed systems [149].

6.1.5 Criteria for the Selection of a Bioreactor Type

Several criteria determine the decision of the optimal bioreactor type for a process. 
Only a few are mentioned here.
1. Lifecycle of the process and the plant

– When the bioreactor and the facility is dedicated for the production of a 
single product at least for the next 15 years in a scale over 2 m³ bioreactor 
volume, the use of conventional equipment (STR) is usually the optimal 
choice. Change over procedures does not play an important rule, flexibility 
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can kept at a low value and robustness of the qualified equipment is high. In 
this case, a single-use solution is not the preferred choice.

– In all other cases, most process can be realized in single-use systems and 
other criteria like compatibility to plastic material determine the decision.

2. Requirements of the cell line
– For adherent cell lines the best space-time yield seems to exist for fluidized 

bed bioreactors, fixed bed, and hollow fiber systems. But due to the comple-
xity, these systems are not established in larger scales. Most pharmaceutical 
companies prefer the cultivation of cells on microcarriers in stirred tanks. 
These bioreactors are better characterized, easy to operate, and the changeo-
ver to a process with suspended cells is possible. Many host cell lines can be 
characterized by their operation zone with respect to their sensitivity to shear 
stress, gradients (as a function of homogenization) and mass transfer, e.g., 
CO2 removal and O2 supply. This characterization has a strong influence on 
the selection of the optimal bioreactor system (Figure 6.1.23).

3. Capital expenditure
– If single-use systems are an alternative with respect to lifecycle and scale, 

they are often the best choice due to their advantages in economy (invest-
ment costs), foot print, and infrastructure requirements. But single-use 
systems require significant engineering support and surveillance by the cus-
tomer [24]. In case of process changes requalification of the equipment may 
be needed, e.g., if the new process conditions are not covered in the initial 
leachable study. As a consequence, pharmaceutical companies that intensi-

Figure 6.1.23: Examples for operating zones 
in different processes (A = high sensitivity to 
gradients and significant need for O2 supply 
and CO2 removal, but tolerance to shear stress; 
B = low sensitivity to gradients and low oxygen 
uptake rate but very sensitive to shear stress).
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vely use single-use systems are searching for “plastic experts” [114]. Moreo-
ver, the dependency from the supplier of the single-use equipment, its supply 
chain management, and quality assurance (QA) system is significant.

6.1.6 Conclusion

In the last decade, understanding of processes and knowledge about bioengineering 
for animal cell culture has increased significantly. Especially with the introduction 
of single-use bioreactor systems a large variety of possible cultivation systems exists. 
Nevertheless, the best-selling system at production scale is still a stirred-tank bio-
reactor – either as a complete stainless steel systems or as hybrid system of a stain-
less steel tank combined with single-use bags or as a completely disposable system 
(plastic facility). All other systems such as bubble columns, orbitally shaken bags, 
etc. are still systems with low market penetration. However, some of these cultivation 
systems have the potential to displace the stainless steel-stirred tank as shown for the 
rocking motion type bioreactors used as seed train culture vessels. Beside their dif-
ferences, all bioreactor systems have an optimal operating zone: high kLa and mixing 
time are usually connected to high shear stress and all kinds of mixing devices have 
their limitations. Stirrers do not contribute to kLa at low power input and at high 
stirrer speed they develop gas pillows behind the stirrer blades. On the other hand, 
shaken bioreactor systems show similar problems such like the out of phase behavior. 
Nowadays most industrial bioreactor systems are used as multipurpose installations 
for different processes. A careful characterization of the used equipment can support 
the determination of the appropriate operating range for the different processes using 
the same bioreactor type.
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6.2.1 Introduction

Since human tissue plasminogen activator (tPA) became the first approved biothera-
peutic obtained from mammalian cells using recombinant DNA technology in 1987 [1], 
the biopharmaceutical market rapidly expanded based on a development pipeline of 
several mammalian cell culture-derived drugs. Even more, mammalian cells are still 
the dominant recombinant protein production systems for clinical applications [2].

In this scenario, high-throughput production processes of therapeutics, expressed 
in mammalian cells, are necessary to fulfil the market demands. The success of a 
process depends both on cell productivity (defined as the quantity of the interest 
protein produced by cell) and the viable cell density in the culture. Considering these 
parameters, one of the applied strategies to obtain a high recombinant protein yield 
is the development of culture systems that reach high cell densities and sustain cell 
viability, leading to an increment of the volumetric productivity.

Animal cells can be grown using different modes of operation, and the maximum 
cell density that can be achieved will depend on that selection. The method of culti-
vation defines the environmental and nutritional conditions under which cells will 
proliferate and synthesize the protein of interest, determining the success of attaining 
high viable cell density and, consequently, high concentration of the desired product. 
A general classification distinguishes discontinuous modes (batch, repeated batch 
and fed-batch) and continuous ones (without cell retention or chemostat, or cell 
retention, also known as perfusion).

Despite the fact that suspension cultures are by far the most common cell culture 
format for recombinant protein expression in mammalian cells [3], anchorage-
dependent cell lines are also used in the industry for the mentioned purpose. Conse-
quently, the scaling up of a process where cells grow in adherence can be carried out 
by cultivating them as monolayer in static or gently agitated surfaces or by growing 
cells attached to polymers spheres that are introduced in bioreactors to maintain 
them in suspension at high density cultures.

The present chapter comprehensively describes theapproaches for high cell 
density cultivation of animal cells taking into account strategies to grow them in sus-
pension or immobilized into proper supports.
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6.2.2  Achieving High Cell Density Culture Processes Through Different Modes  
of Feeding

This section will deal with cell culture technology from the point of view of cell 
density/concentration in both growing forms, suspension or anchorage-dependent 
growing cells. Maximum cell concentration varies according to the type of culture: 
batch culture (approx. 2 × 106 mL–1), fed-batch cultures (approx. 5 × 106 mL–1) and con-
centrations similar to the ones found in tissues (higher than 1 × 107 mL–1), which are 
achieved with several types of perfusion reactors. In 1987, Tyo and Spier [4] coined the 
term “dense cultures” to refer specifically to cell cultures that approach the limiting 
density of packed cells. As mentioned, we will describe the different culture modes 
involved in growing cells at different cell densities.

6.2.2.1 Batch Culture
In a batch process, the culture vessel or bioreactor is filled with culture medium con-
taining the appropriate amount of substrates and nutrients required for cell growth. 
Cells are inoculated and they start to grow by metabolizing substrates into biomass 
and metabolites, including the product of interest. When a determined cell density 
and product concentration is reached, the culture is interrupted and the cell superna-
tant is collected for downstream processing.

As no medium is added to the system and the spent medium is not harvested 
during cultivation, the volume is kept constant throughout the whole process. 
However, unlike other substrates, oxygen must be supplied continuously because 
of its low solubility in the medium and other additives (such as acid or base for pH 
control or antifoaming agents for foam control) or gases (such as CO2 for media con-
taining sodium bicarbonate as buffer) need to be provided once the fermentation has 
begun [5-8]. Consequently, the definition of batch culture as a “closed system” is not 
completely covered.

After a lag phase, whose duration depends on the age of the inoculum and the 
speed of adaptation to the new environment, cells enter a log phase, in which they 
display the highest growth rate and can last up to 5 to 6 days in a suitable medium. 
During this phase, nutrient concentration gradually decreases, whereas toxic metab-
olites accumulate, so that cell growth is eventually inhibited whether by nutrient 
limitation (glucose and glutamine) [9, 10] or products toxicity (ammonia, lactate)  
[11, 12] and, for anchorage-dependent cells, by lack of available surface to adhere [13]. 
The sensitivity of cells to these factors defines the maximum cell concentration which 
is possible to attain in a batch culture, which is usually about 1 to 2 × 106 mL–1 [14, 
15]. Maximum cell concentration is sustained during a short stationary phase, which 
extends for hours or a couple of days, after which the culture enters the dead phase 
principally by glucose depletion and viability falls to values below 50 %. Figure 6.2.1a 
shows the operation mode and the typical time-course profiles of cell density, sub-
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strates and products in a batch culture. An example of real data for IFN-α-producing 
recombinant CHO-K1 cells in batch cultivation is presented in Figure 6.2.1b.

The kinetic behaviour of a batch culture can be described by the following set of equa-
tions:

                                      dXυ    
                                               = μ⋅Xυ                                  (6.2.1)
                                       dt     

Figure 6.2.1: a) Operation mode and typical time-course profiles of viable cell density (XV), substrate 
(S), and product (P) concentrations in batch culture. b) Evolution of viable cells, product concentra-
tion, and viability of a batch culture of CHO-K1 cells producing an IFN-α-mutein in suspension culture 
(Cell Culture Laboratory, School of Biochemistry and Biological Sciences, Universidad Nacional del 
Litoral, Santa Fe, Argentina).
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                                       dS    
                                            = – qS⋅Xυ                                  (6.2.2)
                                      dt     

                                      dP    
                                            = qP⋅Xυ                                      (6.2.3)
                                      dt     

where Xv = viable cell concentration, t = cultivation time, µ = specific growth rate, S 
= substrate concentration, qS = specific consumption rate of a substrate, P = product 
concentration, and qP = specific formation rate of a product.

Integration of Equation (6.2.1) gives up an expression useful for calculation of the 
specific growth rate (µ),

                                           ln (Xυ2/Xυ1)                                        μ =                                                            (6.2.4)
                                            t2 – t1     

where t1 and t2 are both within the exponential growth phase.
From this expression, it is possible to calculate the population doubling time 

(PDT) as follows:

                                                    ln 2    
                                        PDT =                                           (6.2.5)
                                                 μ     

The integral of viable cell density (IVCD) is a useful parameter to calculate spe-
cific consumption and/or formation rates (qS and qP) of substrates and products [16]. 
The IVCD represents the cumulative sum of cell concentrations up to certain time or 
simply the area under the growth curve (concentration of viable cells versus culture 
time; Equation (6.2.6)).

   t

                                     IVCD = ∫ Xυ⋅dt                               (6.2.6)
 0

The cell-specific productivity or cell-specific consumption (generally expressed 
in pg d–1) can be calculated by dividing the product or substrate concentration by 
the IVCD (Equations 6.2.7 and 6.2.8), either in the exponential stage or for the entire 
culture period if required [17, 18].

                                                  P    
                                        qP =                                               (6.2.7)
                                               IVCD     



 

 6.2 High Cell Density Cultivation Process   431

                                                 S    
                                        qS =                                               (6.2.8)
                                               IVCD     

Assuming that the specific productivity/consumption is constant throughout the 
entire culture or at a fixed culture phase, qP and qS can be determined as the slope of 
the P or S against IVCD plot.

Batch culture is the most simple operation mode in terms of system equipment, 
configuration, and operation and it is considered a reliable process with low risk of 
contamination or mechanical failure due to minimum disturbance from the outside 
compared to other methods of cultivation. For these reasons, batch culture is often 
applied in lab scale in stationary or stirred flasks to characterize kinetics of cell 
growth, product formation, and substrate consumption and to evaluate optimum 
culture medium composition and environment at early stages in the development of a 
recombinant protein production process. Also, batch culture is the method of choice 
for inoculum preparation in small and intermediate scale bioreactors. Some indus-
tries still employ this operation mode at production scales up to 20,000 L.

However, the major limitation of batch culture is the reduced cell yield that can 
be attained and, consequently, the reduced product concentration at the end of the 
process. The low productivity of batch operation relies on the fact that the initial con-
centrations of substrates must be relatively low because of solubility, osmolality, and 
toxicity issues, resulting in rapid nutrient depletion and inhibition of proliferation 
[19]. Also, a batch culture runs at a high specific productivity only for a short period 
of time whether the product is growth-associated or not [20]. In the first case, specific 
productivity increases along with growth rate and production decreases or finishes 
when the culture enters the stationary phase, which is the moment when harvest takes 
place. In the latter case, product formation increases when growth rate decreases and 
maximum productivity is achieved during stationary phase, which only lasts hours 
or a few days in a batch culture. Besides, the quality of the desired product should be 
analyzed in order to define the time of harvest, because cells are subjected to environ-
mental conditions that are continuously changing during the whole process, and that 
can affect the quality of the synthesized product [3]. Moreover, the yield and quality 
of the product of interest can vary among different batches, resulting in downstream 
complications and potential regulatory concerns.

The simplest approach to improve the productivity of a batch process is by car-
rying out a variant known as repeated batch or batch-reefed. This mode of opera-
tion consists in performing a traditional batch culture until the time of harvest of the 
product, but then only a part of the cell suspension is collected. The remaining part 
is left in the bioreactor and functions as an inoculum for a new batch cycle, which 
is started by refilling the culture vessel with fresh medium. This procedure can be 
repeated several times, but peak cell density is usually lower in the subsequent runs 
and a decrease in cell growth or product accumulation is observed [21]. The critical 
point in this operation is to ensure a high viability of the remaining cell suspension at 
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the optimum time of harvest [22]. The whole productivity of the repeated-batch cycles 
is increased by reducing the time and cost of cleaning and sterilizing the culture 
system between each batch, shortening the time in which the bioreactor is nonpro-
ductive.

6.2.2.2 Fed-batch Culture
The fed-batch mode of operation aims to overcome the major problem of batch culture: 
depletion of principal nutrients such as glucose and glutamine with the consequent 
cell growth limitation and death. In fed-batch cultivation, the culture vessel or bio-
reactor is filled with a volume of culture medium lower than the maximum working 
volume and started as batch. As substrates are consumed, the culture is fed continu-
ously or intermittently with fresh medium or with a concentrated solution containing 
key nutrients, with a corresponding increase in the volume of the culture. This con-
trolled feeding aims to fulfil nutritional requirements of cells in order to enable them 
to grow for a prolonged period of time and, thus, to achieve a higher concentration of 

Figure 6.2.2: a) Operational configuration and typical fed-batch culture kinetics with viable cell 
density (XV), substrate (S), and product (P) concentration profiles. The moment or period of superna-
tant harvest (H) is also indicated. b) Evolution of viable cells (a) and viability (b) of CHO cells produ-
cing tPA in batch (•) and fed-batch culture on glutamate using only glucose(▴) or glucose/galactose 
(∆) as carbon sources. (Figure 6.2.2b reprinted from |25] with permission from Elsevier.)
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the desired product. Since nutrients are not supplied altogether at the beginning of 
the culture, no osmolality or toxicity issues are encountered, so that feeding allows 
more substrates to be metabolized by the cells, and biomass and product yields are 
increased [23].

Compared to batch cultures, fed-batch cultivation is characterized by a longer 
growth phase (which is particularly important in the production of growth-associated 
products), a higher viable cell density, a longer stationary phase (which consider-
ably increases productivity of nongrowth associated products) and a higher product 
concentration. The combination of a higher cell density for a longer period of time 
results in an increase in IVCD, with an overall higher product yield. However, like 
in batch culture, the spent medium is not withdrawn from the system, so that toxic 
waste metabolites (mainly lactate and ammonia) are accumulated and at last the 
culture environment becomes detrimental for cell growth [24]. Figure 6.2.2a shows 
the operational configuration and the typical time-course profiles of cell density, sub-
strates and products in fed-batch cultivation. An example of fed-batch cultivation of 
t-PA producing CHO cells using different substrates as carbon sources [25] is shown 
in Figure 6.2.2b.

Mass balances for cells, substrates, and products in fed-batch cultures are repre-
sented by the following equations:

                                   dXυ               F
                                            = ( μ –   )⋅Xυ                              (6.2.9)
                                      dt             V     

                               dS       F
                                     = (  )⋅(SF – S) – qS⋅Xυ                           (6.2.10)
                                 dt      V     

                                   dP                 F
                                         = qP⋅Xυ –   ⋅P                            (6.2.11)
                                     dt                V     

                                           dV  
                                                = F                                   (6.2.12)
                                           dt

where F = flow rate of the feed, V = working volume of the bioreactor, and SF = sub-
strate concentration in the feed.

Designing the appropriate nutrient formulation and feeding strategy represents 
the major challenge of a fed-batch culture aiming at achieving high titres of the 
product of interest [26-29]. The composition of the nutrient feed should respond to the 
culture kinetics and stoichiometry of nutrient utilization in support of cell growth and 
product formation. Thus, the limiting substrates should be identified in order to be 
supplied at the correct levels in critical stages of the culture. Usually, the main carbon 
and energy sources, glucose and glutamine, are included in the feed stream. Also, 
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other components as lipids, phosphate, or amino acids may have to be restored in the 
bioreactor [30, 31]. If the limiting medium substrates cannot be identified, such as in 
the case where commercial media including hydrolysates are used, the feed stream 
can be simply the concentrated basal medium excluding most of the salts in order to 
avoid osmotic problems. However, it is of major importance to be aware that supple-
mentation for the prevention of nutrient depletion needs to be performed in a way that 
minimizes the accumulation of the main toxic waste products, lactate and ammonia, 
which are not only the principal cause of culture death but also affect product quality 
and quantity [32, 33]. Careful optimization of glucose/glutamine ratio, application of 
an optimized regimen to maintain low glucose/glutamine levels as well as their total 
or partial substitution with slowly metabolized substrates are strategies that have 
been reported to successfully decrease the level of lactate and ammonia in cell cul-
tures [25, 34]. Metabolic flux analysis has been also employed to identify key enzymes 
in the glucose/glutamine utilization pathway in order to design genetic engineering 
approaches to produce lower amounts of toxic metabolites [35]. For example, the 
introduction of the cytosolic yeast pyruvate carboxylase gene into BHK-21, CHO-K1, 
and HEK293 cells has shown to improve the utilization of glucose and limit the pro-
duction of lactate and ammonia, although these metabolic changes yielded mixed 
results with respect to cellular growth and/or productivity [36-40]. On the other hand, 
Zhou et al. [41], by knocking down the gene expression of lactate dehydrogenase A 
and pyruvate dehydrogenase kinases in CHO cells expressing a therapeutic mono-
clonal antibody, showed a reduction in lactate production, an increase of the specific 
productivity and the volumetric antibody production.

Beyond preventing nutrient depletion and byproduct accumulation, the feed 
stream can include some specific agents to inhibit apoptosis and thus, extend the 
culture growth phase. In standard batch conditions, the use of dextran sulfate 5000 – 
a sulfated polysaccharide with demonstrated antiapoptotic activity – has shown to 
prolong the life of CHO cells and increase productivity of EPO by 1.8-fold comparing 
with controls [42]. Other supplements such as suramin [43] or insulin growth factor 
[44] may provide apoptotic protection. Genetic strategies have also been applied to 
prevent apoptosis, including the overexpression of antiapoptotic genes such as bcl-2, 
bcl-xl [45, 46] in the host cell.

In addition, compounds, which enhance the production of the protein of interest, 
once a high cell density has been reached, can be supplied in the feeding. In bio-
technology industry, supplementation of cultures with sodium butyrate, an inhibitor 
of histone deacetylation, is one of the most successful and widespread strategies to 
increase glycoprotein synthesis, which is attributed to its ability to arrest the cell cycle 
progression (G0/G1) and thus increase specific productivity of the product of interest 
[47]. Growth arrest can be also achieved by a decrease in culture temperature; this 
strategy, known as temperature shift, has also demonstrated an increase in protein 
specific productivity, although it is strictly dependent on the producer cell line  
[38, 48].
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Nutrient feeding can be performed through different strategies, such as in pulses, 
steps, at constant flow rate or, more complex but accurate, through exponentially 
growing feed flow rate. The main purpose of the feeding strategy is to ensure the 
proper timing and rate of the previously optimized nutrient feeding in order to guar-
antee the correct provision of essential nutrients while avoiding byproduct accumula-
tion and high osmolality. Two general strategies can be distinguished. In open-loop 
systems, the feeding strategy is based on mathematical models, which aim to under-
stand kinetics of cell growth and protein production without any feedback control. In 
closed-loop systems, feeding actions are decided based upon direct or indirect online 
measurements, which give actual information about cell growth and nutrient con-
sumption [49].

The major advantage of fed-batch culture is its ability to allow product accumula-
tion to a high concentration and its relatively high volumetric productivity. With the 
careful optimization of the feed formulation and strategy, the culture duration can 
be extended to approximately 3 weeks from 1 week for simple batch and can result 
in a 10 times increase in final product concentration. Moreover, when compared to 
perfusion culture, runs are considerably shorter. This is especially important in cases 
where the cell line productivity is unstable, as fewer cell doublings occur in fed-batch 
culture in comparison with perfusion. Also, its short duration allows process valida-
tion more easily and in a minimum time. Although fed-batch operation cannot be 
considered as simple as in batch mode because there is an influx of supplements to 
the bioreactor, its complexity as well as the risks of contamination is still moderate. 
Moreover, the reliability and scalability of this mode of culture is comparable to that 
of batch culture, with applications in industrial scales up to 20,000 L. Less capital 
investments and technical expertise is required in comparison with perfusion culture. 
A unique feature of fed-batch mode is its flexibility, which reflects its easiness to 
adapt for different cell lines and products and it is one of the reasons why established 
biotech companies have chosen it for large-scale commercial manufacturing. Indeed, 
generic fed-batch processes with high yield production and low accumulation of toxic 
byproducts have been developed by large companies for the production of a variety of 
monoclonal antibodies with important cost and time savings [50, 51].

The main disadvantage of fed-batch process is the long residence time of the 
product in the bioreactor, which compromises its stability and quality. As molecules 
synthesized at early times of the culture are not harvested until the end of the process, 
they are continuously exposed to temporal changes of culture conditions which can 
adversely affect product consistency, with important concerns from a regulatory view-
point [52]. For the production of therapeutic glycoproteins it is essential to ensure that 
a consistent product quality is maintained between batches, because glycosylation 
can significantly influence clinical safety and efficacy, plasma half-life and immune 
responses of many enzymes, hormones, and mAbs [53, 54]. During fed-batch culture, 
the product of interest, which is usually a protein or a glycoprotein, is exposed to pro-
teases and glycosidases that may lead to its degradation or inactivation with a conse-
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quent loss of activity. Host cell line and culture parameters such as nutrient content, 
pH, temperature, oxygen, glucose, ammonia, and osmolality may also have a signifi-
cant effect on the microheterogeneity of glycan structures found in the recombinant 
protein, which in some cases directly reflects in its biological activity [55]. Figure 6.2.3 
shows how high osmolality has a negative effect on the specific biological activity of 
recombinant human erythropoietin (rhEPO) produced in CHO-K1 cells. In fed-batch 
cultures, high specific cell productivity promotes the generation of immature forms of 
glycosylated proteins, while the extended culture duration may lead to heterogeneous 
and truncated oligosaccharides resulting from glycosidase released from dead cells 
[56]. For this reason, fed-batch is considered a forbidden process for the production 
of proteins, which are unstable at the culture temperature or susceptible to enzymatic 
cleavage.

6.2.2.3 Continuous Culture without Cell Retention: Chemostat
In a chemostat, fresh nutrient medium is fed at a constant rate to the bioreactor 
containing the cells, and cells together with spent medium leave the culture at the 

Figure 6.2.3: Effect of osmolality on the specific biological activity of 
recombinant human erythropoietin (rhEPO). A CHO-K1 producer clone 
was grown in culture medium supplemented with different concen-
trations of NaCl and the specific biological activity of rhEPO in the 
culture supernatant was evaluated (Cell Culture Laboratory, School 
of Biochemistry and Biological Sciences, Universidad Nacional del 
Litoral, Santa Fe, Argentina).
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same rate, so that the steady state is always maintained and the volume of the culture 
remains constant. 

The culture is started as batch and when nutrients are below critical values, 
feeding of fresh medium and harvest of spent medium and cells are initiated. Growth 
is controlled by the flow rate of the medium supply and harvest, known as dilution 
rate (D), which is the medium flow rate divided by the culture volume. When the cell 
growth rate equals the dilution rate, a steady state of equilibrium is reached and con-
centrations of cells, nutrients, and products remain constant. The conditions of steady 
state are always restored if a change occurs, because of the self-regulation of the che-
mostat system. For example, a temporary decrease in cell concentration will cause a 
corresponding increase in the growth rate. The operation mode and the typical curves 
of cell concentration, substrates, and products are shown in Figure 6.2.4a.

The behaviour of continuous culture without cell retention is characterized by the 
following equations:

                                              F  
                                         D =                                       (6.2.13)
                                             V

                                    dXυ 
                                             = ( μ – D)⋅Xυ                               (6.2.14)
                                      dt

Figure 6.2.4: Mode of operation and typical curves of viable cell concentration (XV), substrates (S), 
and products (P) versus time for a) continuous culture without cell retention and b) continuous 
culture with cell retention (perfusion).
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                               dS                                     = D⋅(SF – S) – qS⋅Xυ                           (6.2.15)
                                 dt

                                      dP                                               = qP⋅Xυ – D⋅P                             (6.2.16)
                                        dt
where D = dilution rate.

In the steady state,

                                         μ = D                                    (6.2.17)

So that according to Equation 6.2.14

dX/dt = 0 

Dilution rates can be increased in order to increase the cell concentration but only 
up to a limit situation, known as bioreactor wash-out. This situation occurs when 
cells are removed from the bioreactor at an equal or higher rate than the maximal 
cell growth rate. When dilution rate approaches the maximal growth rate of the cells, 
duplication of cells cannot compensate their removal from the system and a pro-
gressive decrease in cell concentration occurs, until no more cells remain inside in 
the bioreactor. Thus, there is an upper limit value for dilution rate, called Dwash-out or  
Dcritical, which should not be exceeded in continuous cultures to avoid the wash-out of 
the bioreactor. This Dwash-out can be derived from Equation 6.2.17, adopting µmax for µ:

                                     Dwash-out = μmax                                (6.2.18)

Chemostat culture is an open system in which nutrients and dissolved oxygen are 
constantly supplied and waste metabolites and cells are continuously removed, so 
that there is no inhibition of cell growth and culture can be maintained for a pro-
longed period of time. However, µmax values for animal cell lines are in the range 
of 0.02 to 0.04 h–1, so that maximum cell concentration usually cannot exceed 2 ×  
106 mL–1 [57]. Consequently, since D cannot exceed those values, the productivity 
of the system, which is determined by multiplying the dilution rate by the product  
concentration (DP, Equation 6.2.16), is low. In other words, proliferating cells abandon 
the system continuously, making it difficult to attain high cell densities with corre-
sponding low yield of the product of interest.

For this reason, the advantages of the continuous culture without cell retention 
for industrial applications are much reduced. Indeed, chemostat culture is practically 
restricted to research and development purposes in small scale, in which they repre-
sent a valuable tool, for example, for kinetic studies or metabolic analysis at a fixed 
µ [58, 59].
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6.2.2.4 Continuous Culture with Cell Retention: Perfusion
As chemostat, perfusion is an open continuous system with a fresh medium feeding 
and a spent medium exit stream that work at the same rate to keep the bioreactor 
volume constant. However, unlike chemostat, cells do not leave the system with 
the spent medium but are retained inside the bioreactor by means of a cell reten-
tion device. Perfusion tries to overcome the main limitation of chemostat, that is, low 
product yield because of the low cell densities achieved, due to the loss of proliferat-
ing cells in the outlet stream and the limited dilution factor at which it can work to 
avoid bioreactor wash-out. In perfusion mode, as the cells are kept inside the culture 
vessel, significantly higher dilution rates can be applied resulting in greater availabil-
ity of nutrients, so that higher cell concentrations are attained (1 × 107 to 1 × 108 mL–1 
or even higher) with a consequently higher productivity of the target product [60, 61]. 
In extreme, the XD® Technology (XD stands for eXtreme Density, DSM Pharmaceutical 
Products), equipped with an alternating tangential flow (ATF®, Refine Technology; 
see also Chapter 6.1) cell retention device based on microfiltration, accumulates IgG 
monoclonal antibodies in the range of 20 to 40 g L–1 using Crucells’ PER.C6 human cell 
line at concentrations of 1 to 4 × 108 mL–1. If the culture conditions are maintained opti-
mally, the perfusion process can proceed for a long period of time (weeks or months) 
with continuous harvests of spent medium containing high concentrations of the 
protein of interest [62]. Figure 6.2.4b shows the operational configuration of a biore-
actor operating in perfusion mode using a cell retention device and the typical profile 
of cell density, substrates, and products in time. Figure 6.2.5 shows an example of the 
production of recombinant human BDD-FVIII in CHO cells in perfusion mode using a 
spin filter as an internal cell retention device.

In perfusion mode, the equations used to describe mass balances of substrates 
and products are the same as the ones used for chemostat (Equations 6.2.15 and 
6.2.16). However, the equation that expresses mass balance for cell density in perfu-
sion is modified to denote cell retention, as follows:

                                  dXυ 
                                          = μ⋅Xυ – α⋅D⋅Xυ                          (6.2.19)
                                    dt

The coefficient α is defined as the ratio between cell concentration in the perfusate 
and in the bioreactor:

                                           Xυperfusate                                            α =                                                  (6.2.20)
                                              Xυ
If cell retention is total, that is, no cells leave the bioreactor in the perfusate, then  
α = 0. However, cell retention can be partial in situations where cell bleeding is per-
formed for cell density control, so that α can take values from 0 to 1, this last one 
indicating no retention of cells at all (chemostat).
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In perfusion, wash-out of the bioreactor can only occur when α takes high values. If α 
values are low (0.0 and 0.2), the dilution rate can be increased to values much higher 
than µmax without falling in a wash-out situation. This results in higher cell densities 
and productivities between 10 and even 100 higher than those obtained in chemostat 
processes [50]. In fact, this mode of culture presents the highest volumetric produc-
tivities of all systems analysed. The equation for Dwash-out can be derived from equation 
6.2.19:

                                     α⋅Dwash-out = μmax                              (6.2.21)

A useful variable in perfusion mode is the cell-specific perfusion rate (CSPR):

                                                D      
                                       CSPR =                                        (6.2.22)
                                                Xυ

The CSPR represents the volume of feed medium per cell per day, and it has a limit 
value that indicates the minimal medium needed per cell per day for nutritional pur-
poses. CSPR can be used to calculate the titre or product concentration, by replacing 
Equation 6.2.22 in Equation 6.2.16:

Figure 6.2.5: Evolution of viable cells, viability, perfusion rate, and relative accumulated product of 
a perfusion culture of suspended CHO-K1 cells producing BDD-FVIII in a 25-L stirred-tank bioreactor 
using an internal spin filter (Cell Culture Laboratory, School of Biochemistry and Biological Sciences, 
Universidad Nacional del Litoral, Santa Fe, Argentina).
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                                               q      
                                       P =                                               (6.2.23)
                                           CSPR

In suspension cultures, cell retention can be performed based on differences in parti-
cle size, density, or both, by the use of internal or external cell retention devices, such 
as cross-flow filters, spin filters, settlers, centrifuges, or systems based on tangential 
flow filtration, among others [63-65]. An ideal cell retention device should operate 
satisfactorily with a high retention rate during long-term perfusion. It should not 
affect viability or productivity of cells and, if possible, it should be able to selectively 
retain viable cells while removing dead cells and debris [66]. The characteristics and 
applications of various retention devices are discussed in Chapter 6.1. In the case of 
adherent cells, an immobilization procedure is required for growing cells to high-den-
sity using suspension perfusion systems. This can be achieved by adhesion to a solid 
support through different methodologies, which are described later in this chapter.

Perfusion culture can achieve the highest cell density, the highest volumetric pro-
ductivity, and the longest culture duration of all modes of culture. As in fed-batch, 
nutrient limitation is avoided by the continuous supply of medium. Unlike fed-batch, 
cell debris and inhibitory metabolites are removed from the system, increasing lon-
gevity of the culture in pursuit of attaining high cell concentrations. Proteases and 
glycosidases released to the culture medium by dead cells are also withdrawn, so that 
inactivation, degradation, and/or deglycosylation of glycoprotein products are mini-
mized. Moreover, as the residence time of the secreted product is very short (in the 
order of hours), the exposure time to harsh operational conditions (pH, temperature, 
and released enzymes) is minimal, benefitting the purity and quality of the product. 
For these reasons, perfusion is the obligatory mode of operation for the production 
of large quantities of labile or unstable protein products. An example of a successful 
case of the use of the perfusion technology for commercial applications is the pro-
duction of antihemophilic factor VIII (Bayer) [67]. Another advantage of the perfu-
sion systems is that, owing its high productivity, the bioreactor can be up to 10 times 
smaller for the production of the same quantity of product, so that in general it is 
applied in industrial processes at scales up to 2,000 L.

The main disadvantages of perfusion mode are the higher operational complex-
ity, the prolonged time of process development and validation, and the higher risk 
of contamination. The most complex aspect compared to fed-batch is the introduc-
tion of devices for cell retention, especially at large scales, which demand a more 
sophisticated bioreactor design so that the complete equipment results more expen-
sive. However, the higher productivities of perfusion cultures allow the use of much 
more compact bioreactors, with a consequent decrease in cost, which compensates 
this situation. Also, the risk of equipment failure is high due to potential clogging 
of the retention device. Nevertheless, perfusion cultures are simpler to develop and 
operate than fed-batch in at least one aspect: beyond the brief start-up period, only 
the single steady-state production phase of a perfusion process requires optimization, 
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rather than the continuously changing dynamic culture and feeding of a fed-batch 
process [63]. As regards process developmental and validation time periods, they are 
closely associated to the duration of the culture runs: as the perfusion process can 
last over several weeks or months, the optimization and validation processes are also 
long. In addition, the long culture runs demand a rigorous evaluation of the genetic 
stability of the cell line to guarantee constant productivity and quality of the product 
throughout the whole bioprocess. Finally, the risk of contamination was considered 
to be high in the past due to the fact that perfusion is an open system, which operates 
continuously for long periods of time; this disadvantage is nowadays offset by the 
sophisticated methods for establishment and control of sterility.

6.2.3 Strategies to Grow Immobilized Cells to High Densities

Naturally, most mammalian cell lines require a solid substrate for spreading and 
further proliferation like it occurs in vivo. Although within the last decades several 
continuous established cell lines have been adapted to grow in suspension (solid 
substrate free), many of them in large reactors are subjected to physical/mechani-
cal aggressions which can alter their productivity, quality of bioproducts, as well as 
reproducibility of the process [68, 69]. In an attempt to provide systems that offer large 
accessible surfaces for cell growth in small-culture volume, a number of techniques 
have been proposed: the roller bottle system, the stack plate’s propagator, the spiral 
film bottles, the packed bed system, the plate exchanger system. All these systems 
are nonhomogeneous and suffer from limited potential for scale-up, difficulties to 
sample, limited potential to measure, and control cultivation parameters [70]. Many 
attempts have been made in order to overcome these limitations.

Assuming that the ideal situation for in vitro cell cultivation process is to try to 
reproduce what occur in living organisms, where cells are at high densities immo-
bilized in organs and tissues and fed by the blood or lymph flows, in 1923, Carrel 
introduced for the first time the concept of in vitro mammalian cells immobilization 
[71] and since then, several methods for immobilizing mammalian cells have been 
described.

Basically, there are 2 techniques for cell immobilization: immurement cultures 
and entrapment cultures [72-75]. Immurement cultures imply either encapsulation of 
cells within gels (microencapsulation) or growth of cells within compartments formed 
by membranes, as it is the case of culturing cells in hollow fibre cartridges. Entrap-
ment cultures are the type of culture in which the cells are retained within an open 
matrix through which the medium is capable of flowing, as it is the case of entrapping 
cells on a particle surface or in the interstices of a porous particle (carriers).

Czermak et al. [20] summarized some advantages of the immobilization tech-
niques:
– Attachment of anchorage-dependent cells is the only way these cells can grow.
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– Immobilization in macroporous carriers can protect cells against shear stress, 
promoting the use of serum- or protein-free medium [76].

– Cell densities in immobilized systems are considerably higher compared to those 
without immobilization (e.g., suspension culture approx. 106 to 107 mL–1, immobi-
lized culture approx. 107 to 108 mL–1, tissue approx. 109 mL–1) and allow for smaller 
reactor volumes (cell density of immobilized system is expressed as cell concent-
ration calculated to the total culture volume).

– Immobilization techniques enable preliminary separation of (extracellular) pro-
ducts and cells, easing requirements for downstream.

– Immobilization systems are preferably run in perfusion mode, where the medium 
feed rate is not dependent on the growth rate of the cells and higher volume-
specific productivities can be obtained.

On the other hand, there are still some problems to be solved. Materials have to be 
selected according to the cell requirements, culture operation mode, and the final 
intended use of the product. Moreover, the limitations in nutrient and oxygen supply, 
as well as the removal of toxic metabolites and carbon dioxide are some of the points 
to work out.

6.2.3.1 Cell Encapsulation
Cell encapsulation or microencapsulation can be used to protect cells against hazard-
ous environmental conditions [74, 77, 78]. The microcapsules can be cultivated in sus-
pension reactors, with direct aeration and in combination with high agitation rates 
or stirrer speeds without damaging the cells. This approach offers several benefits, 
including simple handling of the cells, as medium exchange can be easily performed 
without cell loss, cells are safely protected against shear stress in the capsules, and 
a favorable microenvironment for the cells within the capsules is developed since 
self produced growth factors can accumulate and cells switch directly to exponential 
growth without a significant lag phase. The last one is probably one of most impor-
tant aspects.

There are 3 basic encapsulation systems available: the bead, the coated bead, 
and the membrane-coated hollow sphere [77, 79, 80]. Common polymers and 
appropriate encapsulation devices as well as their application have already been 
described [78]. Typical size for beads made of polysine-alginate is 300 to 500 µm, 
and the molecular weight cut-off of these capsule membranes is 60 to 70 kDa [81]. 
One important issue of concern about is to know the physicochemical characteris-
tics of the immobilization materials and their interaction with media components 
and products of the cell metabolism. For example, immobilization in Ca-alginate 
beads often leads to problems when cells release lactate into the medium or when 
phosphate ions exist as buffering agents in the medium and compete for the binding 
with the calcium ions. This difficulty led to the development of the coated beads 
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where additional polyelectrolyte layers, which are also stable in the presence of 
other ions, are applied to the beads.

One disadvantage of this method is the fragile nature of the microcapsule, which 
is detrimental to scale-up and long-term operation. Another major drawback is low 
diffusion efficiency resulting in a suboptimal microenvironment for high-density cell 
growth. Cells grow within capsules up to tissue-like cell density before their growth 
seems to be stopped by space limitations. Cell densities of 108 mL–1 are standard. 
These values can only be reached, though, when the nutrient supply of the cells is 
adequate and the diameter of the capsules is not too large. In this sense, one of the 
most critical factors is sufficient supply of dissolved oxygen. If an incomplete oxygen 
supply occurs, those cells allocated in the centre of the capsules initiate the apoptosis 
process. Hence, cells with a high consumption rate can only be cultivated in relatively 
small capsules (<1 mm) whereas cells with a lower consumption rate can be cultivated 
in larger capsules. Although this approach has been widely used in small-scale cell 
culture research, especially in the field of tissue engineering, they are not commonly 
used in cell culture manufacturing process because of the complexity and potentially 
high cost involved.

6.2.3.2 Carriers for Cell Immobilization
The development of carriers to support cell growth was initially driven by the idea to 
provide a large-scale production system for adherent cells, e.g., for vaccine production. 
In the early 1960s facilities for vaccine production used batteries of roller bottles, and 
the scale-up was performed by increasing the number of roller bottles used. The high 
labour intensity of this technology is quite obvious and, since it is a nonhomogeneous 
process, it was difficult to control process parameters and robustness. An important 
breakthrough was the development of the so called “microcarrier” by van Wezel [82] in 
the early 1970s, a solid particle with a 100 to 200 µm structure on which cells could grow. 
For his contribution van Wezel was called “the father of the microcarrier” [83].

In fact, this system combines features of monolayer and suspension cultures. As 
the microcarriers are suspendable in stirred tanks, it became possible to work with 
large-scale suspension reactors, nowadays up to 4,000 L or even more. The great 
success of this technology led to the development of a large number of different 
microcarriers for suspension culture and furthermore for different reactor systems, 
especially for fixed-bed and fluidized-bed reactors [73]. The maximum reported size 
of a bioreactor vessel for cultivating animal cells on microcarriers is 6,000 L. It was 
used by Baxter Biosciences for influenza production based on Vero cells growing on 
Cytodex™ microcarriers in stirred bioreactors.

Although initially only positively charged beads were used, it soon became clear 
that negatively charged or amphoteric materials such as proteins or amino acids 
polymerized to the surface were equally useful. Eventually numerous different types 
of microcarrier were developed. The second generation of microcarriers consisted 
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of macroporous beads providing increased surface area for cell attachment and 
growth by external and interior space. Such microcarriers offer great potential for 
high cell densities and enhanced productivity for certain production systems, espe-
cially recombinant CHO cells. These carriers, which not only provide possibilities for 
anchorage-dependent cells but also for cells growing in suspension, can be used in 
homogeneous bioreactors as well as in fluidized or fixed-bed systems [83]. By using 
microcarriers in simple suspension culture, fluidized or packed bed systems, yields of 
up to 2 × 108 mL–1 are possible.

Several authors summarized the desired features that a carrier should have [73, 
83, 84]:
– autoclavable,
– available in large batches for industrial customers,
– high batch-to-batch consistency,
– suitable for a large number of cell lines (adherent and nonadherent cells),
– good long-term stability,
– high surface-to-volume ratio (large multiplication steps),
– available with documents required for approval (drug master or regulatory 

support files),
– material of nonbiological origin (minimal viral risks),
– macroporous for high cell density and shear force protection,
– efficient diffusion from the medium into the center of the carriers,
– nontoxic, nonimmunogenic matrix,
– size appropriate to reactor system,
– simple immobilization and harvesting of cells,
– mechanical stability,
– uniform size distribution,
– reusable,
– possibility to count cells,
– transferable between vessels (ease of scale-up), and
– transparent.

Even if an “ideal” carrier does not exist, the above list gives some arguments for 
selecting a carrier or evaluating different suppliers. Although for research purposes 
aspects such as good growth conditions might be important for production processes, 
other aspects related to the approval of the process and maintaining the process for 
the lifespan of the product have to be considered.

Besides the above mentioned advantages of carriers, Lundgren and Blüml [73] 
listed some disadvantages:
– Some carriers have to be prepared before use.
– Scale-up of a culture using cells harvested from microcarriers is more complex 

than expansion of a suspension culture.
– Cell harvest from macroporous carriers can be difficult.
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– Cell count, especially in the case of macroporous carriers, requires special tech-
niques

– For larger macroporous carriers, mass transfer limitations have to be considered.

Depending on the intended uses, specifically the culture system, the properties of the 
carriers, in particularly the size, vary significantly (from 10 µm to 5 mm). The term 
“microcarrier” denotes small beads, either solid or macroporous with a diameter of 
approximately 100 to 300 µm and a density of 1.02 to 1.04 g mL–1. Larger carriers (0.6 
to 1 mm) are used for fluidized and fixed bed reactors due to the higher sedimentation 
rate. For fixed-bed cultures, larger carriers (3 to 5 mm) are better to prevent blocking 
of free channels between the carriers. In general, larger carriers have limitations in 
terms of mass transfer effects, because of the poor solubility of oxygen in the medium 
and the high uptake rate of the cells.

Many authors described a broad variety of different materials for carriers includ-
ing dextran, collagen, polymers, glass, and ceramic, among others [73, 85, 86]. In addi-
tion, several shapes are also accessible, such as fibres, flat discs, woven discs, cubes, 
and sphere (Figure 6.2.6). The surface is usually positively or negatively charged to 
ensure cell attachment. Furthermore, there are noncharged carriers available, which 
are normally coated with gelatine, collagen, fibronectin, or fibronectin peptides.

The density of the carriers is determined by the intended application. Smooth 
microcarriers for suspension culture have a density just above the medium (1.02 to 
1.04 g mL–1), while materials used for macroporous carriers have densities between 
1.04 and 2.50 g/mL.

The surface of most carriers can be either solid or microporous. In the case of 
microporosity, the pore size is not sufficient to allow cells to grow in the inner parts of 
the carrier. Micropores are intended to take up larger molecules, to allow the cells to 
create a microenvironment on the beads and to support cell attachment and growth. 
For macroporous carriers, the average pore size is between 30 and 400 µm, allowing 
cell growth within the carriers creating a three-dimensional, almost tissue-like struc-
ture at higher densities compared to solid or microporous carriers. These types of car-
riers are suitable for immobilizing both adherent or nonadherent cell lines, and the 
three-dimensional architecture stabilizes the cell population, protects against shear 
stress and decreases the need for external growth factors. Thus, macroporous carri-
ers are preferably used for long-term continuous culture. Due to the high cell density, 
the different culture technologies applied for macroporous carriers (stirred tanks for 
macroporous microcarriers, fixed bed, and fluidized bed reactors) are generally run 
at high perfusion rates. This provides a sufficient nutrient supply as well as removal 
of toxic metabolites.

In the first experiments, van Wezel used beaded ion exchanger N,N-diethylami-
noethylamine (DEAE) Sephadex™ (GE Healthcare) A-50 as a microcarrier. After opti-
mization of the surface charge, Cytodex 1™ was developed for a wide variety of cells. 
The next major step forward was the development of macroporous microcarriers. 
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Perfusion technology with macroporous microcarrier is used to produce recombinant 
proteins [87], monoclonal antibodies [88], or nonlytic virus [89].

Figure 6.2.6: Growth of recombinant CHO cells producing IFN-β1a in different types of microcarriers. 
a) Seven-day culture of cells on Thermo Scientific™ Nunc™ 2D MicroHex™ microcarriers, which 
are solid polystyrene particles hexagon shaped, of low density (1.05 g/mL) and accessible area of 
0.076 m2/g, radiation sterilized and ready for use, with no conditioning required.  
b) Culture of cells (2.5 h and 3 days) on GE Healthcare Life Sciences Cytodex 1TM carriers, which are 
dextran spheric beads with positive-charged DEAE groups, of low density (1.03 g/mL), particle size of 
60 to 87 µm and prior to use, beads need to be swelled in buffer and autoclave at 120 °C. c) Culture 
of cells (2.5 h, 4 days, and 10 days) on GE Healthcare Life Sciences Cytopore 2TM carriers, which are 
dextran spheric macroporous beads with positive-charged DEAE groups, matrix cross-linked cotton 
cellulose, with an average particle size of 230 µm (Cell Culture Laboratory, School of Biochemistry 
and Biological Sciences, Universidad Nacional del Litoral, Santa Fe, Argentina).
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Despite the large number of carriers and support materials suggested in the lit-
erature, only very few are on the market and even fewer fulfil industrial standards for 
large-scale manufacturing [73].

6.2.4  Comparison between Culture Modes for Recombinant Protein Production  
at High Cell Densities

In the biotech industry, fed-batch and perfusion of mammalian cell cultures are the 
most currently used operation modes as strategies to feed them and produce recom-
binant proteins by large-scale processes [90], in which the suspension-growing cells 
constitute the widely used system. In contrast, because of its short duration and its 
simple kinetic analysis, batch culture is mainly employed at lab scale for the study 
of cell growth and product-inherent particularities, including characterization of 
growth kinetics (such as determination of growth rate), metabolic behaviour (sub-
strate consumption and product formation rates), genetic stability, and cell specific 
productivity and quality of the product of interest. In this way, based on these char-
acteristics, batch culture can be used for clone selection and evaluation of optimum 
culture medium composition and environmental conditions in the initial steps of 
process development. Also, as it was mentioned before, batch culture is the method 
of choice for inoculum preparations of larger bioreactors.

Therefore, in these circumstances a question to answer is fed-batch or perfu-
sion for large demand of animal cell-derived therapeutics? Many works have tried to 
explain the advantages of one mode over the other taking into account some param-
eters as benchmarks: from cell-specific productivity, perfusion length, scalability, 
automation, up to personnel requirements or very subjective parameters according 
to product, for example [3, 15, 91-97]. The most relevant parameters are summarized 
in Table 6.2.1. The experience of each working group when operating with fed-batch 
or perfusion cultures, as well as the importance attributed to each parameter of Table 
6.2.1 constitute the critical factors in the selection of the operation mode for the pro-
duction of recombinant proteins in large-scale processes.

Besides, taking into consideration these parameters, it is feasible to explain the 
change from an operation mode to another. For example, Meuwly et al. [98] and Lee 
et al. [99] showed how they changed from perfusion to fed-batch technology mainly 
based on the higher market demand of a product that largely exceeds the production 
capacity of the first generation process. They also compared the process productivity 
and product quality and demonstrated that the process can be changed, particularly 
if an increase of productivity, scalability, and quality is attained. Nevertheless, the 
most valuable strategy is to make an exhaustive study to decide on the most proper 
culture mode during the development procedure in order to avoid a further conver-
sion to a more sustainable procedure when the market demand is the dominant stage 
of the process.



 

 6.2 High Cell Density Cultivation Process   449

Table 6.2.1: Comparison of fed-batch and perfusion operation modes taking into account parame-
ters depending on cell culture and/or reactor technology (adapted from [93]).

Parameters Fed-batch Perfusion

DE
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G 
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Ce
ll 

cu
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re
/R

ea
ct

or
 te

ch
no

lo
gy

Cell density 
(× 106 cells per mL)

5 - 10 10 - >100

Cell generations through run Medium High

Product concentration (g/L) 0,5 - 5 0,1 - 1

Volumetric productivity High Low

Accumulated production Medium High

Throughput product (per reactor unit) Medium High

Scale-up (L) 20,000 2,000

Culture time (days) 10 - 20 20 - >60

Product reactor residence time High Low

Product stability/homogeneity Low High

Toxic waste metabolites accumulation Yes No

Cell environment Change Constant

Control of pH Yes Yes

Harvest Single Multiple

Volume harvest Small Large

Lot consistency Medium High

Lot size Fixed Pooled

Re
ac

to
r t

ec
hn

ol
og

y

Technical complexity Less More

Process control/development complexity Medium High

Process development (time per cost) Medium High

Automation requirement Medium High

Technical failure risk Medium High

Total space consumption Medium High

Personnel requirements Low Medium

Regulatory constrictions Medium High

Technology transferability Medium Low

Pollok et al. [97] evaluated in detail the performance of fed-batch and perfusion cell 
culture technologies for the production of monoclonal antibodies in a wide range 
of titres and scales of work in order to encompass a broad spectrum of possibilities 
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that can truly appear at industrial level. As regards continuous cultures, they studied  
2 perfusion technologies: spin filter perfusion and a relative new perfusion technol-
ogy utilizing alternating tangential flow (ATF). Results showed that economic, envi-
ronmental, operational, and robustness features at most titres and scales of spin filter 
perfusion strategy shed light on its restricted application in industrial processes. On 
the other hand, the ATF perfusion strategy offers economic benefits that make up for 
its lower robustness, compared to fed-batch strategies. To sum up, ATF perfusion and 
fed-batch strategies seem to have similar performances.

In general and as concluding remark, the selection of a high cell density system 
for mammalian cell culture, intended for production of biotherapeutics at industrial 
scale, is a matter of experimental and modelling studies, rational considerations, a 
fine knowledge of the selected cell line and the product, and many economically or 
environmental factors that surround the decision.

References
[1] Walsh G. Biopharmaceutical benchmarks 2006. Nat Biotechnol 2006;24:769-76.
[2] Zhu J. Mammalian cell protein expression for biopharmaceutical production. Biotechnol Adv 

2012;30:1158-70.
[3] Wurm FM. Production of recombinant protein therapeutics in cultivated mammalian cells. Nat 

Biotechnol 2004;22:1393-8.
[4] Tyo MA, Spier RE. Dense cultures of animal cells at the industrial scale. Enzyme and Microbial 

Technology 1987;9:514-20.
[5] Aehle M, Kuprijanov A, Schaepe S, et al. Simplified off-gas analyses in animal cell cultures for 

process monitoring and control purposes. Biotechnol Lett 2011;33:2103-10.
[6] Papoutsakis ET. Media additives for protecting freely suspended animal cells against agitation 

and aeration damage. Trends Biotechnol 1991;9:316-24.
[7] Sieblist C, Jenzsch M, Pohlscheidt M. Influence of pluronic F68 on oxygen mass transfer. 

Biotechnol Prog 2013;29(5):1278-88.
[8] Zhou H, Purdie J, Wang T, Ouyang A. pH measurement and a rational and practical pH control 

strategy for high throughput cell culture system. Biotechnol Prog 2010;26:872-80.
[9] Ozturk SS, Palsson BO. Growth, metabolic, and antibody production kinetics of hybridoma cell 

culture: 1. Analysis of data from controlled batch reactors. Biotechnol Prog 1991;7:471-80.
[10] Takagi M, Hia HC, Jang JH, Yoshida T. Effects of high concentrations of energy sources 

and metabolites on suspension culture of Chinese hamster ovary cells producing tissue 
plasminogen activator. J Biosci Bioeng 2001;91:515-21.

[11] Lao MS, Toth D. Effects of ammonium and lactate on growth and metabolism of a recombinant 
Chinese hamster ovary cell culture. Biotechnol Prog 1997;13:688-91.

[12] Ozturk SS, Riley MR, Palsson BO. Effects of ammonia and lactate on hybridoma growth, 
metabolism, and antibody production. Biotechnol Bioeng 1992;39:418-31.

[13] Fiore M, Degrassi F. Dimethyl sulfoxide restores contact inhibition-induced growth arrest and 
inhibits cell density-dependent apoptosis in hamster cells. Exp Cell Res 1999;251:102-10.

[14] Butler M. Animal cell cultures: recent achievements and perspectives in the production of 
biopharmaceuticals. Appl Microbiol Biotechnol 2005;68:283-91.

[15] Rodrigues ME, Costa AR, Henriques M, et al. Technological progresses in monoclonal antibody 
production systems. Biotechnol Prog 2010;26:332-51.



 

 6.2 High Cell Density Cultivation Process   451

[16] Adams D, Korke R, Hu W-S. Application of Stoichiometric and Kinetic Analyses to Characterize 
Cell Growth and Product Formation. In: Pörtner R (ed). Methods in Biotechnology, Vol 2: Animal 
Cell Biotechnology: Methods and Protocols. 2nd ed; Springer 2007:269-84.

[17] Renard JM, Spagnoli R, Mazier C, et al. Evidence that monoclonal antibody production 
kinetics is related to the integral of the viable cells curve in batch systems. Biotechnol Lett 
1988;10:91-6.

[18] Li F, Vijayasankaran N, Shen AY, et al. Cell culture processes for monoclonal antibody 
production. MAbs 2010;2:466-79.

[19] Gerson DF, Kole MM, Ozum B, Oguztoreli MN. Substrate Concentration Control in Bioreactors. 
Biotechnol Genet Eng Rev 1988;6(1):67-150.

[20] Czermak P, Pörtner R, Brix A. Special Engineering Aspects. In: Eibl R, Eibl D, Pörtner R, et al 
(eds). Cell and Tissue Reaction Engineering: Principles and Practice. Springer 2009:83-172.

[21] Kaneko Y, Sato R, Aoyagi H. Evaluation of Chinese hamster ovary cell stability during repeated 
batch culture for large-scale antibody production. J Biosci Bioeng 2010;109:274-80.

[22] Seewoster T, Lehmann J. Cell size distribution as a parameter for the predetermination 
of exponential growth during repeated batch cultivation of CHO cells. Biotechnol Bioeng 
1997;55:793-7.

[23] Xie L, Wang DI. Integrated approaches to the design of media and feeding strategies for 
fed-batch cultures of animal cells. Trends Biotechnol 1997;15:109-13.

[24] Hassell T, Gleave S, Butler M. Growth inhibition in animal cell culture. The effect of lactate and 
ammonia. Appl Biochem Biotechnol 1991;30:29-41.

[25] Altamirano C, Paredes C, Illanes A, et al F. Strategies for fed-batch cultivation of t-PA producing 
CHO cells: substitution of glucose and glutamine and rational design of culture medium.  
J Biotechnol 2004;110:171-9.

[26] Gorfien SF, Paul W, Judd D, et al. Optimized nutrient additives for fed-batch cultures. Biopharm 
International 2003;16:34-40.

[27] Huang YM, Hu W, Rustandi E, et al. Maximizing productivity of CHO cell-based fed-batch culture 
using chemically defined media conditions and typical manufacturing equipment. Biotechnol 
Prog 2010;26:1400-10.

[28] Fike R. Nutrient Supplementation Strategies for Biopharmaceutical Production: Part 1 – 
Identifying a Formulation. BioProcess International 2009;7:44-51.

[29] Wlaschin KF, Hu WS. Fedbatch culture and dynamic nutrient feeding. Adv Biochem Eng 
Biotechnol 2006;101:43-74.

[30] deZengotita VM, Miller WM, Aunins JG, Zhou W. Phosphate feeding improves high-cell-concen-
tration NS0 myeloma culture performance for monoclonal antibody production. Biotechnol 
Bioeng 2000;69:566-76.

[31] Xing Z, Kenty B, Koyrakh I, et al. Optimizing amino acid composition of CHO cell culture media 
for a fusion protein production. Process Biochem 2011;46:1423-9.

[32] Schneider M, Marison IW, von Stockar U. The importance of ammonia in mammalian cell 
culture. J Biotechnol 1996;46:161-85.

[33] Yang M, Butler M. Effects of ammonia on CHO cell growth, erythropoietin production, and 
glycosylation. Biotechnol Bioeng 2000;68:370-80.

[34] Hegde S, Pant T, Pradhan K, et al. Controlled release of nutrients to mammalian cells cultured in 
shake flasks. Biotechnol Prog 2012;28:188-95.

[35] Dean J, Reddy P. Metabolic analysis of antibody producing CHO cells in fed-batch production. 
Biotechnol Bioeng 2012;110:1735-47.

[36] Irani N, Wirth M, van Den Heuvel J, Wagner R. Improvement of the primary metabolism of cell 
cultures by introducing a new cytoplasmic pyruvate carboxylase reaction. Biotechnol Bioeng 
1999;66:238-46.



 

452   6 Upstream and Downstream Process Technology

[37] Irani N, Beccaria AJ, Wagner R. Expression of recombinant cytoplasmic yeast pyruvate 
carboxylase for the improvement of the production of human erythropoietin by recombinant 
BHK-21 cells. J Biotechnol 2002;93:269-82.

[38] Fogolín MB, Wagner R, Etcheverrigaray M, Kratje R. Impact of temperature reduction and 
expression of yeast pyruvate carboxylase on hGM-CSF-producing CHO cells. J Biotechnol 
2004;109:179-91.

[39] Elias CB, Carpentier E, Durocher Y, et al. Improving glucose and glutamine metabolism of human 
HEK 293 and Trichoplusia ni insect cells engineered to express a cytosolic pyruvate carboxylase 
enzyme. Biotechnol Prog 2003;19:90-7.

[40] Henry O, Durocher Y. Enhanced glycoprotein production in HEK-293 cells expressing pyruvate 
carboxylase. Metab Eng 2011;13:499-507.

[41] Zhou M, Crawford Y, Ng D, et al. Decreasing lactate level and increasing antibody production in 
Chinese Hamster Ovary cells (CHO) by reducing the expression of lactate dehydrogenase and 
pyruvate dehydrogenase kinases. J Biotechnol 2011;153:27-34.

[42] Menvielle JP, Safini N, Tisminetzky SG, Skoko N. Dual role of dextran sulfate 5000 Da as 
anti-apoptotic and pro-autophagy agent. Mol Biotechnol 2013;54:711-20.

[43] Zanghi JA, Renner WA, Bailey JE, Fussenegger M. The growth factor inhibitor suramin reduces 
apoptosis and cell aggregation in protein-free CHO cell batch cultures. Biotechnol Prog 
2000;16:319-25.

[44] Adamson L, Walum E. Insulin and IGF-1 mediated inhibition of apoptosis in CHO cells grown in 
suspension in a protein-free medium. Altern Lab Anim 2007;35:349-52.

[45] Lee JS, Ha TK, Park JH, Lee GM. Anti-cell death engineering of CHO cells: co-overexpression 
of Bcl-2 for apoptosis inhibition, Beclin-1 for autophagy induction. Biotechnol Bioeng 
2013;110:2195-207.

[46] Kim YG, Kim JY, Mohan C, Lee GM. Effect of Bcl-xL overexpression on apoptosis and autophagy in 
recombinant Chinese hamster ovary cells under nutrient-deprived condition. Biotechnol Bioeng 
2009;103:757-66.

[47] Damiani R, Almeida BE, Oliveira JE, et al. Enhancement of Human Thyrotropin Synthesis by 
Sodium Butyrate Addition to Serum-Free CHO Cell Culture. Appl Biochem Biotechnol 2013 
2013;171(17):1658-72.

[48] Yoon SK, Kim SH, Lee GM. Effect of low culture temperature on specific productivity and 
transcription level of anti-4-1BB antibody in recombinant Chinese hamster ovary cells. 
Biotechnol Prog 2003;19:1383-6.

[49] Pörtner R, Schwabe JO, Frahm B. Evaluation of selected control strategies for fed-batch cultures 
of a hybridoma cell line. Biotechnol Appl Biochem 2004;40:47-55.

[50] Bibila TA, Robinson DK. In pursuit of the optimal fed-batch process for monoclonal antibody 
production. Biotechnol Prog 1995;11:1-13.

[51] Sauer PW, Burky JE, Wesson MC, et al. A high-yielding, generic fed-batch cell culture process for 
production of recombinant antibodies. Biotechnol Bioeng 2000;67:585-97.

[52] Senger RS, Karim MN. Optimization of fed-batch parameters and harvest time of CHO cell 
cultures for a glycosylated product with multiple mechanisms of inactivation. Biotechnol 
Bioeng 2007;98:378-90.

[53] Chamorey AL, Magne N, Pivot X, Milano G. Impact of glycosylation on the effect of cytokines. A 
special focus on oncology. Eur Cytokine Netw 2002;13:154-60.

[54] Li H, d’Anjou M. Pharmacological significance of glycosylation in therapeutic proteins. Curr 
Opin Biotechnol 2009;20:678-84.

[55] Restelli V, Butler M. The effect of cell culture parameters on protein glycosylation. In: Al-Rubeai 
M, ed. Cell engineering Kluwer Academic Publishers; 2002:61-92.



 

 6.2 High Cell Density Cultivation Process   453

[56] Robinson DK, Chan CP, Yu Lp C, et al. Characterization of a recombinant antibody produced in 
the course of a high yield fed-batch process. Biotechnol Bioeng 1994;44:727-35.

[57] Aehle M, Kuprijanov A, Schaepe S, et al. Increasing batch-to-batch reproducibility of CHO 
cultures by robust open-loop control. Cytotechnology 2011;63:41-7.

[58] Altamirano C, Illanes A, Casablancas A, et al. Analysis of CHO cells metabolic redistribution in a 
glutamate-based defined medium in continuous culture. Biotechnol Prog 2001;17:1032-41.

[59] Berríos J, Altamirano C, Osses N, González R. Continuous CHO cell cultures with improved 
recombinant protein productivity by using mannose as carbon source: Metabolic analysis and 
scale-up simulation. Chem Eng Sci 2011;66:2431-9.

[60] Ozturk SS. Engineering challenges in high density cell culture systems. Cytotechnology 
1996;22:3-16.

[61] Yang JD, Angelillo Y, Chaudhry M, et al. Achievement of high cell density and high 
antibody productivity by a controlled-fed perfusion bioreactor process. Biotechnol Bioeng 
2000;69:74-82.

[62] Mercille S, Johnson M, Lanthier S, et al. Understanding factors that limit the productivity of 
suspension-based perfusion cultures operated at high medium renewal rates. Biotechnol 
Bioeng 2000;67:435-50.

[63] Woodside SM, Bowen BD, Piret JM. Mammalian cell retention devices for stirred perfusion 
bioreactors. Cytotechnology 1998;28:163-75.

[64] Voisard D, Meuwly F, Ruffieux PA, et al. Potential of cell retention techniques for large-scale 
high-density perfusion culture of suspended mammalian cells. Biotechnol Bioeng 
2003;82:751-65.

[65] Castilho LR, Medronho RA. Cell retention devices for suspended-cell perfusion cultures. Adv 
Biochem Eng Biotechnol 2002;74:129-69.

[66] Zhang X, Wen Y, Yang ST. Modes of Culture/Animal Cells. In: Murray M-Y (ed). Comprehensive 
Biotechnology, Volume 1: Scientific Fundamentals of Biotechnology. 2nd ed; Academic Press 
2011:285-302.

[67] Boedeker B. Recombinant Factor VIII (Kogenate®) for the Treatment of Hemophilia A: The First 
and Only World-Wide Licensed Recombinant Protein Produced in High-Throughput Perfusion 
Culture. In: Knäblein J (ed). Modern Biopharmaceuticals: Recent Success Stories. Wiley-VCH 
2013:429-43.

[68] Hu WS, Aunins JG. Large-scale mammalian cell culture. Curr Opin Biotechnol 1997;8:148-53.
[69] Papoutsakis ET. Fluid-mechanical damage of animal cells in bioreactors. Trends Biotechnol 

1991;9:427-37.
[70] Markvicheva E, Granfils C. Microcarrier for animal cell culture. In: Nedovic V, Willaert R (eds). 

Fundamentals of Cell Immobilisation Biotechnology, Series: Focus on Biotechnology. Kluwer 
Academic Publisher 2004:141-61.

[71] Carrel A. A Method for the Physiological Study of Tissues in Vitro. J Exp Med 1923;38:407-18.
[72] Davis JM, Hanak JA. Hollow-fiber cell culture. Methods Mol Biol 1997;75:77-89.
[73] Lundgren B, Blüml G. Microcarriers in cell culture production. In: Subramanian G, Lundgren B, 

Blüml G (eds). Bioseparation and Bioprocessing – A Handbook. Wiley-VCH 1998:165-222.
[74] Butler M. Animal Cell Culture and Technology. BIOS Scientific Publishers; 2003.
[75] Davis J. Hollow Fiber Cell Culture. In: Pörtner R (ed). Methods in Biotechnology, Vol 2: Animal 

Cell Biotechnology: Methods and Protocols. 2nd ed; Humana Press 2007:337-52.
[76] Lüdemann I, Pörtner R, Schaefer C, et al. Improvement of the culture stability of non-anchorage-

dependent animal cells grown in serum-free media through immobilization. Cytotechnology 
1995;19:111-24.

[77] Hübner H. Cell Encapsulation. In: Pörtner R (ed). Methods in Biotechnology, Vol 2: Animal Cell 
Biotechnology: Methods and Protocols. 2nd ed; Humana Press 2007:179-92.



 

454   6 Upstream and Downstream Process Technology

[78] Hübner H, Buchholz R. Microencapsulation. In: Flickinger M, Drew S (eds). Encyclopedia of 
Bioprocess Technology: Fermentation, Biocatalysis and Bioseparation. Wiley 1999:1785-98.

[79] Murtas S, Capuani G, Dentini M, et al. Alginate beads as immobilization matrix for hepatocytes 
perfused in a bioreactor: a physico-chemical characterization. J Biomater Sci Polym Ed 
2005;16:829-46.

[80] Sielaff TD, Hu MY, Amiot B, et al. Gel-entrapment bioartificial liver therapy in galactosamine 
hepatitis. J Surg Res 1995;59:179-84.

[81] Shuler ML, Kargi F. Bioprocess engineering : basic concepts. Prentice Hall; 2002.
[82] van Wezel AL. Growth of cell-strains and primary cells on micro-carriers in homogeneous 

culture. Nature 1967;216:64-5.
[83] van der Velden-de Groot CA. Microcarrier technology, present status and perspective. 

Cytotechnology 1995;18:51-6.
[84] Pörtner R, Märkl H. Festbettreaktoren für die Kultur tierischer Zellen. BIOforum 1995;18:449-52
[85] Pörtner R, Platas Barradas OBJ. Cultivation of Mammalian Cells in Fixed-Bed Reactors. In: 

Pörtner R (ed). Methods in Biotechnology, Vol 2: Animal Cell Biotechnology: Methods and 
Protocols. 2nd ed.; Humana Press 2007:353-70.

[86] Pörtner R, Platas Barradas OBJ, Fassnacht D, Net al. Fixed Bed Reactors for the Cultivation of 
Mammalian Cells: Design, Performance and Scale-Up. Open Biotechnol J 2007;1:41-6.

[87] Swamy J. The development of long term, microcarrier-based perfusion process for the 
production of recombinant proteins. In: IBC Conference, Cell Culture and Upstream Processing. 
San Diego, USA; 2003.

[88] Müller D, Unterluggauer F, Kreismayr G, et. a. Continuous perfused fluidized bed technology, 
increased productivities and product concentration. In: Griffiths B, Wurm N (eds). 16th ESACT 
Meeting: Animal Cell Technology: Products from Cells, Cells as Products. Lugano, Switzerland; 
1999.

[89] Reiter M. Vaccine production with a contiuous perfusion system. In: Cell culture and upstream 
processing conference. Berlin, Germany; 2004.

[90] Kretzmer G. Industrial processes with animal cells. Appl Microbiol Biotechnol 2002;59:135-42.
[91] Birch JR, Racher AJ. Antibody production. Adv Drug Deliv Rev 2006;58:671-85.
[92] Warnock JN, Al-Rubeai M. Bioreactor systems for the production of biopharmaceuticals from 

animal cells. Biotechnol Appl Biochem 2006;45:1-12.
[93] Whitford WG. Fed-Batch mammalian cell culture in bioproduction. BioProcess Int 2006:30-40.
[94] Meuwly F, Ruffieux PA, Kadouri A, von Stockar U. Packed-bed bioreactors for mammalian cell 

culture: bioprocess and biomedical applications. Biotechnol Adv 2007;25:45-56.
[95] Jain E, Kumar A. Upstream processes in antibody production: evaluation of critical parameters. 

Biotechnol Adv 2008;26:46-72.
[96] Hacker DL, De Jesus M, Wurm FM. 25 years of recombinant proteins from reactor-grown cells - 

where do we go from here? Biotechnol Adv 2009;27:1023-7.
[97] Pollock J, Ho SV, Farid SS. Fed-batch and perfusion culture processes: economic, environmental, 

and operational feasibility under uncertainty. Biotechnol Bioeng 2012;110:206-19.
[98] Meuwly F, Weber U, Ziegler T, et al. Conversion of a CHO cell culture process from perfusion to 

fed-batch technology without altering product quality. J Biotechnol 2006;123:106-16.
[99] Lee S-Y, Kwona Y-B, Choa J-M, et al. Effects of process change from perfusion to fed-batch on 

product comparability for biosimilar monoclonal antibody. Process Biochem 2012;47:1411-8.



6.3  Industrial Cell Culture Process Scale-up Strategies and 
Considerations

Weiwei Hu and Kelly Wiltberger

6.3.1 Introduction

The industrial large-scale cell culture process has played an important role to support 
the boom of the biopharmaceutical industry in terms of meeting dynamic commercial 
demands as well as providing necessary clinical material to advance candidates in the 
pipeline. Cell culture has undergone an evolution from primarily supporting vaccine 
production starting in the 1950s to producing therapeutic proteins in the 1970s and 
1980s. With the emergence of recombinant protein and monoclonal antibody thera-
pies, it has since transformed into a highly successful industry with annual revenues 
exceeding 100 billion U. S. dollars [1, 2]. Over the years, many bioreactor systems of 
varying designs were created. However, the stirred and sparged bioreactor became, 
and has maintained its standing as, the traditional design for cell culture [3, 4].

The required size of commercial bioreactors is determined by product demand and 
volumetric productivity. Both of them have changed significantly in last two decades 
[5]. Bioreactors in the 1,000 to 2,000 L range commonly existed until the mid-1990s 
and then a movement towards ten-fold larger bioreactors was observed in reaction to 
the forecasted demand of human monoclonal antibodies in the pipeline assuming 
batch titers in the milligram per liter range. Multiple large-scale 10,000 to 20,000 L 
facilities were built with the future product demand in mind (Table 6.3.1). In parallel 
to the usage of these large-scale facilities, cell culture processes have advanced signif-
icantly due to cell line improvement (see Chapter 2) and media optimization. Since the 
large-scale facility design and construction boom, the average harvest batch titer has 
increased ten-fold (250 mg/L or 500 mg/L to 2.5 g/L, 5 g/L or at times nearing 10 g/L), 
thus creating the question of whether large-scale facilities will be needed in the future 
[5]. Yearly product demands can be achieved with various combinations of process 
batch output, facility scale, and batch number produced. Figure 6.3.1 illustrates how 
the increase of titer or demand affects manufacturing strategy. The number of batches 
required annually can change significantly. Thus, effective facility planning and miti-
gation strategy development is required and should be prepared in advance.

Recently, a shift back to smaller (i.e., ~ 1,000 L) but much more flexible facili-
ties has gained momentum. Single-use systems and facilities have been highly evalu-
ated and in some cases implemented into GMP manufacturing. The single-use facil-
ity concept provides companies with greater flexibility for globalization at reduced 
capital investment [6, 7]. In addition, most of the current existing biomanufacturing 
capacity is located in western countries (i.e., in North America and Europe), which has 
had minimal growth in recent years with the exception of Bristol-Myers Squibb build-
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ing a large-scale biologics manufacturing facility in Devens, MA, USA at a cost of 750 
million U. S. dollars (2009) and another 250 million U. S. dollars for additional expan-
sion (to be completed in 2015). On the other hand, the emergence of strong interests 
in biosimilar development as well as the improvement of technologies and process 
understanding by local professionals has resulted in quick growth of this industry in 

Figure 6.3.1: Impact of annual product demand and harvest titers on biore-
actor size and batch numbers (assuming downstream yield at 50 %).
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Asian countries such as South Korea, China, and Singapore. The trend will likely con-
tinue for the area of contract manufacturing business and until there is more clarity 
on biosimilars in general.

The question of facility size will continue to be debated. Nevertheless, a variety of 
bioreactor geometries exist across established bioprocessing companies and will con-
tinue to be utilized. The scales range from 500 to 2,000 L, 5,000 L, 12,000 L, 16,000 L, 
and up to 25,000 L. Smaller bioreactors are also used to make clinical or toxicology 
material. A variety of physical features exist across these systems including:
– vessel aspect ratio (height/diameter),
– impeller type, number, and position,
– impeller shaft options (angled versus vertical, top-mount versus bottom mount),
– sparger types for gas-liquid mass transfer (sintered, open-pipe, and drilled hole),
– baffle capability and design (number and width).

Due to increasing activity of contract manufacturing, strategic collaborations, and 
acquisitions in the biopharmaceutical industry, the scale-up and technology transfer 
of cell culture processes to bioreactors with different geometric features at various 
scales are quite common. When large-scale systems are selected for use, the financial 
investment per batch is also significantly large. High batch success rate at large scale 
is critical in these scenarios. However, both dynamic business needs and various 
process formats inevitably present great challenges. Because of the expensive nature 
of large-scale batches along with tight schedules, studies are generally not performed 
at large scale but rather performed at smaller lab scales to prepare for the large scale 
manufacturing campaign. Thus, having predictive small-scale models where proces-
ses can be tested is essential. The largest number of process experiments will be per-
formed at bench-scale (<10 L) with again a lesser number of studies and batches per-
formed at pilot scale (generally ranging from 50 to 1,000 L). The correlation across all 
scales must be extremely strong with consistent outputs to support large scale manu-
facturing operations. Thus, the utilization of proper scale-up techniques is critical, 
which will be explained in detail later. Manufacturing facilities have high capital cost 
investments associated; once a facility is established, it is in the company’s best inte-
rest to utilize the facility efficiently and enable the maximum amount of throughput. 
As previously mentioned, facility flexibility (i.e., be able to run various cell culture 
processes) is a key piece.

Prior to any cell culture process fit into a large scale facility, it is recommended to 
understand the bioreactor operating range through characterization studies such as 
standard mixing and mass transfer tests [8, 9]. The data is used to determine appro-
priate operational parameters. In addition, large-scale equipment must be robust 
mechanically to handle the stresses. Assessment of the hydrodynamic forces on 
the bioreactor is important in order to avoid mechanical breakage. Weak points are 
assessed and then mitigated. Examples of areas for possible reinforcement include 
the impeller shaft, the impeller blades, baffles and their point of attachment to the 
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tank wall, as well as the sparger. Large bioreactor vessels with high working volumes 
running at high agitation rates create a significant hydrodynamic force on these areas 
within the vessel. A vibrational assessment should also be performed at process con-
ditions to ensure sufficient strength in external areas of the vessel such as reactor legs 
and supports, impeller motor and gearbox attachment to the reactor, etc.

While understanding of the final production bioreactor is a key aspect, the 
culture passages leading to that final culture stage is also important to understand 
and model across scales, which sometimes is overlooked. A standard cell culture 
expansion train most often will replicate that shown in Figure 6.3.2. The seed train 
should be performed as consistently as possible across scales. It is recommended 
to follow and incorporate equivalent seed train bioreactor stages even though extra 
work is needed to prepare and run these bioreactors. Compared to shake flasks, a 
bioreactor has better pH and DO control as well as a different hydrodynamic field 
that the cells experience. Cell culture performance (i.e., cell growth and metabolism 
profile) might be different if cells from shake flasks are used to inoculate small/lab 
scale production bioreactors versus a seed bioreactor, which can cause unpredicted 
large-scale performance and ultimately failure at large scale, subsequently delaying 
the program significantly in its clinical to commercial lifecycle. Having characterized 
vessels at pilot scale similar to that recommended for the manufacturing stage is very 
useful to identify any performance difference as well as sensitivity issues.

Chinese hamster ovary (CHO) cell lines are commonly used in large scale cell culture 
processes [10]. Different CHO cell lineage includes DXUB11, DG44, CHO-K1, and CHO-S 
(see Chapter 2). Besides that, NS0, SP2/0, baby hamster kidney (BHK), human embry-
onic kidney (HEK), and PER.C6® cell lines have also been applied by the industry to 
generate commercial and clinical materials at large scale [11]. Cell line differences 
should be taken into consideration during facility fit and scale-up practices. Extra 

Figure 6.3.2: Typical inoculum expansion in manufacturing scale.
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work might be required and should be incorporated into process development time-
lines for sensitive cell lines. Risk assessment (such as process robustness) including 
mitigation strategies should be performed before manufacturing campaigns.

6.3.2 Differences Across Scales

Predictive cross scale models are essential; however, simply applying like for like 
process settings across scales will not achieve this goal. Some process parameters do 
lend themselves to direct one for one application. These scale-independent param-
eters include the setting of temperature, pH, dissolved oxygen (DO), seed density, 
culture duration, basal/feed media, and fed-batch feeding strategies. However, nutri-
ent consumption rates may vary across scales and thus feed robustness should be per-
formed. Additionally, alignment of feed strategies require taking sample volume into 
consideration, especially at small scale, when calculating feed percentage to ensure 
cells are seeing the same amount of fresh nutrients on a per cell or per culture volume 
basis. Depending on the difference of reactor size, liquid height, and headspace pres-
sure, the oxygen saturation level in the liquid can vary noticeably. If a process or cell 
line is known to be oxygen sensitive then further understanding of aspects causing 
the oxygen concentration misalignment is worth pursuing.

Scale-dependent parameters are more challenging to accommodate when estab-
lishing cross-scale models. The fundamental change is bioreactor geometry, which 
will result in inevitable differences in fluid dynamic and bubble behavior. Previous 
research has shown that certain parameters such as the aspect ratio (liquid height to 
tank diameter) and impeller to tank diameter ratio have an impact on fluid pattern 
and gas-liquid interaction, which should be kept at constant values during the design 
of new bioreactors if possible. However, heterogeneity still exists across scales as 
fluctuation of pH, dissolved gas, and concentrated substrates in large scale biore-
actors cannot be avoided [12]. Depending on the extent of the fluctuation gradient 
and cell line sensitivity, the heterogeneity can affect cell metabolism such as lactate 
production, growth, productivity, and product quality. The goal of agitation speed 
selection is to create a better mixed solution while preventing hydrodynamic damage 
[13]. Thus, as cross-scale model agitation selection occurs, mixing characteristics and 
energy dissipation rate (EDR) should be factored in.

The goal of aeration strategy selection is to deliver sufficient oxygen to the cells 
while removing carbon dioxide to prevent accumulation, which may have negative 
effects on cell health and productivity. The mass transfer rate depends on the kLa and 
driving force. The varying liquid height across scales causes bubbles introduced from 
the sparger at the bottom of the bioreactor to have varying residence times, which 
eventually changes gas hold-up and composition inside the bubbles [14, 15]. Further-
more, the variation in bubble residence times leads to a varied bubble size profile as 
the bubble travels up through the bioreactor. Bubble size additionally has an impact 
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on the terminal velocity as shown in Figure 6.3.3 Given the difference in bubble char-
acteristics, matching mass transfer phenomenon across scales is a complicated task, 
which will be addressed in detail later. On the other hand, the prevention of physical 
cell damage via bubble rupture should also be addressed [16]. The damage is a func-
tion of flow rate and cell-to-bubble attachment depending on bubble residence time. 
In fact, some cell damage can only be observed at certain scales, which makes it dif-
ficult to predict in advance. It is definitely considered to be a process risk.

There are various methods of understanding and aligning mixing, shear, mass trans-
fer and bubble related cell damage across scales, which will be further detailed in 
the next sections. However, it is impossible to keep every parameter the same during 
scale up. Therefore, the goal is to identify and focus on the critical parameters for a 
given process while maintaining other parameters in a range that does not impact cell 
culture performance.

6.3.3 Bioreactor Agitation and Aeration Strategies

As mentioned above, stirred and sparged tank is the most commonly used type of 
bioreactor by industry for mammalian cell culture from bench scale to bioreactors 
greater than 10,000 L. With this increase in size, associated fluid dynamics and 
bubble behavior change along the way. Additionally, different bioreactor geometries 
are commonly used for the same process as programs need to be transferred or scaled-
up to other facilities. Many times this cannot be avoided due to regulatory drivers or 

Figure 6.3.3: Effect of bubble size on terminal rising velocities [113].
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economic and timeline infeasibility. It creates additional hurdles that require a good 
understanding of critical process parameters for specific cell culture processes. The 
operation conditions should be adjusted accordingly in order to achieve comparable 
performance across scales.

Given the importance of agitation and aeration to the macro- and microenviron-
ment cells experience, they are always considered as critical aspects. How to choose 
suitable strategies under aggressive timelines with limited information is a question 
frequently asked.

6.3.3.1 Impeller and Agitation
Impeller Type
Mechanical agitation by impeller(s) is applied to
1) keep cells in suspension,
2) provide good liquid mixing (nutrient, base, etc.),
3) disperse and break bubbles for better mass transfer (oxygen supplement and dis-

solved carbon dioxide (dCO2) removal),
4) ensure good heat transfer (from heat jacket/blanket to bulk liquid).

Depending on the design, the rotation of the impeller can create radial flow, axial 
flow, or a combination of both. Radial flow impellers such as Rushton turbines have 
flat blades, which are set vertically along an agitation shaft. It pushes fluid towards 
the vessel wall. Axial flow impellers such as high efficiency HE-3 or SC-3 (Chemineer) 
and A-310/A-510 (Lightnin) have a low solidity ratio, which is defined by a projec-
ted area of impeller blades divided by the impeller horizontal cross-sectional area. 

Figure 6.3.4: Impeller configurations commonly used in cell culture  
processes [114].
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They push fluid up or down along the shaft depending on the orientation of blades 
and rotational direction. Instead of true radial or axial flows, a combination of both 
has typically been seen in cell culture bioreactors equipped with angle axial flow 
impellers. The impeller configurations commonly used in cell culture bioreactors are 
shown in Figure 6.3.4.

Selection of Impeller 
Mammalian cells do not have cell walls. They have mechanical support from vascular-
ized solid tissue in native status. So it is logical to consider them as “shear sensitive” 
when cultured in suspension in a stirred bioreactor. This perception had a big impact 
on the selection of an impeller and the speed of agitation. It is quite understandable 
that people prefer to use “low shear” impellers and operate them at a low speed. 
For example, the “elephant ear impeller” (EE) as shown in Figure 6.3.4 became quite 
popular in industry for large scale cell culture. Its “low shear performance” claim 
was due to the features of 1) high solidity ratio, 2) deep blade resulting in high pump 
capability, 3) the same distance from blades’ edge to the drive shaft [17]. Given the 
popularity of this type of impeller in the cell culture area, the information regarding 
its fluid dynamic characteristics as well as cell culture performance comparison with 
other impellers is very limited. It is partially due company confidentiality policies that 
prevent the sharing of information about equipment and processes used for produc-
ing clinical and commercial material. Recently, there was a series of studies [18, 19] 
performed using particle imaging velcocimetry (PIV), which showed that measured 
turbulence parameters of an EE impeller, such as turbulent kinetic energy (TKE) and 
local specific EDRs, are comparable to other types of impellers such as a standard 
pitched blade turbine (PBT). These impellers cannot be differentiated by “shear” 
properties. The studies have provided a clear and useful guidance for transferring cell 
culture processes between bioreactors with different impellers.

On the other hand, tremendous amounts of research have been conducted since 
the 1980s to understand cell sensitivity to shear [20-23]. All of these studies have dem-
onstrated that mammalian cells can survive high agitation speed (i.e., high shear) 
when bubbles are not introduced from the surface. Nowadays, it is widely accepted 
that mammalian cells, especially industrial cell lines, are not as sensitive as previ-
ously perceived, which helps to widen the operating range for agitation speed. 
However, one research area still being debated is the sublethal impact of shear [24]. 
It has been reported that shear might change the glycosylation pattern of protein [25], 
while others showed there is no impact using the same method to investigate [26]. The 
sublethal response seems to be cell line specific.

One thing should be pointed out: industrial cell lines normally have gone through 
very strict adaptation and selection processes. Prentice et al. has reported on adapting 
CHO cell lines through “bioreactor evolution” [27]. Even though it was not discussed 
in the paper, it is believed that cell resistance to shear was significantly enhanced after 
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this evolution. The adaptation process is critical to ensure the cell lines can survive 
rigorous bioreactor environments at large scale. In addition, cells typically experience 
a few seed train bioreactor stages before entering the final large-scale production bio-
reactor. Alternatively, a continuous rolling seed culture in a stirred-tank bioreactor is 
used by some companies to increase manufacturing batches per each vial thaw. All of 
these steps can be considered part of adaptation that potentially increases cell resist-
ance to shear.

Besides shear or hydrodynamic characteristics, another important property of 
impellers is mixing capability, which has been studied extensively by various indus-
tries. Mixing time, Ɵm, is a commonly used parameter to characterize it. It is recom-
mended to check experimental details such as the definition of homogeneity (i.e.,  
95 or 99 % of final steady state after a step change) and the method used (i.e., pH, 
conductivity, or color) before comparing mixing time study results since each prac-
tice could result in different values. One efficient way to improve mixing (i.e., lower 
mixing time) is via the installation of baffles. Without a baffle, the flow generated by 
the impeller is mainly horizontal in its rotation, which has low power input under the 
same agitation speed and creates a central vortex in most cases [28]. Since the verti-
cal flow is limited, it takes a longer time to reach homogeneity. The installation of a 
baffle(s) can change the flow pattern by creating more vertical flow along the baffle 
and bioreactor wall, which can increase power consumption and improve mixing.

Under turbulent flow regime, the mixing time of one impeller can be empirically 
correlated to power input and tank geometric parameters as shown in Equation 6.3.1 
[29]:
                                            
                                θm = 5.9(εT )–1/3 (D/T)–1/3 T 

2/3                               (6.3.1)

This equation is applicable to various impeller types, such as a Rushton Turbine 
and a Lightnin A310, as long as the tank has an aspect ratio of 1.0. It shows that power 
consumption, not impeller design, has a great impact on mixing time. Mixing time 
increases with the increase of tank size, which inevitably changes during scale-up. 
In order to lower mixing time, high power input and large impeller diameter can be 
applied. For bioreactor aspect ratios larger than 1.0, mixing time increases signifi-
cantly with the increase of liquid height as shown in Equation 6.3.2 [29]:

                                    θm = ∝ (H/D)2.43                                  (6.3.2)

However, mixing time does not provide detailed information regarding spatial 
and temporal transients after another substrate is added. It is determined by flow and 
circulation rates, which are affected by impeller type [29].

In addition, depending on impeller position and the feed percentage applied to a 
process, a partially covered impeller scenario may occur during fed-batch cell culture 
processes. This scenario will cause a liquid splashing issue, especially with angle-
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mounted impellers. It is not an ideal situation but it is hard to avoid at large scale 
when multiple impellers are required. Unfortunately, investigation in this area is very 
rare in terms of how it affects cell culture performance and how to mimic the impact 
across scales. Therefore, the impeller with less vertical depth has an advantage to 
minimize the duration of a partially exposed impeller during a batch.

Overall, a variety of impeller designs have been successfully used in large-scale 
cell culture processes. Even though similarity is preferred, the use of different impel-
lers should not be a roadblock for scale-up and technology transfer. Sandadi et al. 
have demonstrated there was no significant difference in cell culture performance 
between Rushton turbine and marine impellers [30]. A Rushton turbine was success-
fully used for the production of interferon at large scale [31]. Corrales et al. (2006) 
reported a successful transfer of a cell culture process from pitched blade to Light-
nin A510 axial flow impeller at large scale [32]. Meier has reported successful use of 
Rushton turbines, Lightnin A320s, and “elephant ear impeller” at large scale [33]. 
Junker et al. reported a successful culture following a fermentor modification [34]. To 
the best of our knowledge, the negative impact of impeller type on cell culture perfor-
mance has not been reported in literature, at least for industrially-relevant cell lines.

Agitation Speed
Depending on what scale-up criterion is chosen, agitation speed at large scale can be 
determined [35]. Constant power consumption per unit volume of fluid (P/V) is widely 
used for scale-up in industrial mixing applications including cell culture since it has 
great impact on fluid mixing and other hydrodynamic parameters. Yang et al. showed 
that constant P/V also resulted in a more reasonable agitation speed from an operat-
ing point of view [35]. The typical P/V range for cell culture process is 10 to 150 W/m3 

[13]. It was also reported that 250 W/m3 did not cause negative impact in cell culture 
performance [36]. The choice of the exact P/V value for scale-up is quite empirical and 
generally does not need to change across processes.

In order to check whether the selected P/V is suitable, the size of the smallest 
turbulent fluid eddies, Kolmogoroff eddy size (λk, Equation. 6.3.3), can be compared 
with cell diameter (i.e., 12 to 25 µm). The energy introduced through the impeller is 
ultimately converted into heat dissipation in the smallest eddy size. When the size is 
lower than 2/3 to 1/2 of the cell diameter, detrimental effects might occur.

                                            (εT )I  
1/4

                                      λk = (        )                                    (6.3.3)
                                              υ3

This theory has successfully explained the damage of cells on the surface for 
microcarriers since they have large size in the order of 100 µm in diameter [37].
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As mentioned above, mixing time is determined by power consumption, which 
will increase with the increase of scale under the constant P/V. For example, mixing 
time at small scale or pilot scale is usually around a range of 10 to 60 s, while mixing 
time at large scale (>10,000 L) can be a few minutes. Long mixing time can cause a 
high degree of heterogeneity [38, 39], which can potentially affect cell culture perfor-
mance. Therefore, establishing a minimal mixing requirement at large scale should 
be considered. Unfortunately, it is not an easy task. There are several studies in lit-
erature using specifically designed small scale models with dual bioreactors, which 
shows pH perturbations have significant negative impact on cell viability [40, 41]. 
However, the study is more qualitative than quantitative. The response also depends 
on the cell lines and process used. It is recommended to choose a mid-to-high P/V 
value in the acceptable range to start with for large-scale runs to reduce the fluid 
heterogeneity as much as possible. The agitation speed can be adjusted after a few 
batches at large scale if necessary.

Once P/V value is determined, agitation speed can be easily calculated using 
Equation 6.3.4 when other parameters are known:

                                   P     NP × ρ × N3 × D5

                                       =                                                         (6.3.4)
                                  V          V
     

Power number, Np, is an important dimensionless parameter, which is widely 
used in mixing operations. It was defined by Rushton et al. in 1950 [42]. Depending on 
impeller design, Np can vary significantly. In general, radial flow impellers such as 
a Rushton turbine have high Np (i.e., ~ 5.0) values. True axial flow impellers such as 
a high efficiency impeller have very low Np (i.e., ~ 0.3) values. The other types are in 
the middle of the range. Np of “elephant ear” and Lightnin’ A315 hydrofoil impeller is 
around 1.7 and 0.84, respectively [43].

Even though some researchers have tried to estimate Np based on physical fun-
damentals such as angular momentum balance or drag force analysis [44], it is still 
recommended to obtain accurate Np value through experimental measurement due 
to the limitation of theoretical approaches. Experimentally, power consumption can 
be calculated from measured torque and agitation speed as shown in Equation 6.3.5:

                                      P = 2πNTq                                    (6.3.5)

The torque on the shaft, which can be measured by a torque transducer installed 
on the shaft, is proportional to the torque caused by fluid forces. However, extra 
attention and patience are needed to calibrate and measure the very small torque dif-
ferences in order to get accurate and repeatable results. Chapple et al. described an 
experiment set-up (Figure 6.3.5), which makes use of a pillow bearing and flex coupler 
along with tight temperature control [45]. The torque due to other factors including 
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from the pillow bearing, the shaft movement, and other baseline torque was meas-
ured and deducted. The authors have disclosed extensive experiment details and 
intended to make it a standard method. Zhu et al. have successfully measured power 
draw using a Coesfeld Viscomix unit (Coesfeld) with a small scale bioreactor [17]. 
However, the detailed experiment setting was not shared in the paper. Alternatively, 
King et al. reported the measurement of electrical power consumed by the motor [46]. 
The conversion requires application of the motor efficiency curve and the other power 
losses from the gearboxes and bearings. This method sometimes is applied on large-
scale tanks; however, it is hard to get an accurate electrical reading at small scale 
since the impeller power draws only accounts for a small percentage of total power 
consumption. Thus, the same method cannot be used accurately across scales.

It is important to understand that there are a number of factors that can change the 
system power number of an impeller. The power consumption of a Rushton turbine 
is mainly due to form drag, which is affected by the blade geometry such as blade 
thickness (Figure 6.3.6). With respect to pitched blade impellers, form drag is less 
important and rather the interaction between the impeller and the proximity of the 
tank wall (the impeller to tank diameter ratio) plays the key role [45]. For a Rushton 
turbine, Np drops significantly with the increase of Re when it is between 1 and ~100. 
While Re is > 100, Np stays relatively constant or increases slightly with the increase 
of Re [42]. Re within 103 and 105 also has no impact on the power number of down-

Figure 6.3.5: Schematic diagram of the power 
number experimental setup [45].
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pumping four-bladed 45°-pitched blade impellers [45]. In addition, power number 
can be significantly affected by the number of baffles (Nb) and their width (B). The 
conventional power number reported has a default configuration with 4 baffles and 
width equal to T/10. With the decrease of NbB, the power number decreases as shown 
in Figure 6.3.7.

Sparging has a tendency to decrease power draw by impeller since air-filled cavi-
ties are formed behind the blades. It is difficult to estimate gassed power number 
because the decrease is a complex function of impeller design, flow rate, agitation 
speed, etc. For example, a Rushton turbine has a pronounced drop in power draw and 
is easily flooded. Impeller flooding means there is no horizontal flow of bubble/gas 
from impeller to bioreactor wall. The transition from loading to flooding significantly 
lowers the power draw and gas hold up. However, given the conditions in which a 
mammalian cell culture bioreactor is normally operated at (i.e., low agitation speed 
compared to microbial fermentation), the impeller has less impact on the bubble flow 
pattern and there is no air cavity formed in most cases. Therefore, a gassed power 
number should be similar to an ungassed power number. Zhu et al. showed that there 
was no power drop when a small scale bioreactor with either up-pumping or down-
pumping impellers was operated at flow rates in the range of 0.01 to 0.05 vvm [17]. 
However, when the flow rate is increased to 0.5 vvm, which is one magnitude higher 
than the typical range, the down-pumping EE impeller power draw was decreased by 
30 % [17].

Figure 6.3.6: Effect of blade thickness ratio on fully turbulent power number 
for a six-bladed Rushton Turbine (RT-6) and a down-pumping four-bladed 
45°-pitched blade turbine (PBT-4) [45].
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Overall, it is important to compare the bioreactor of interest with standard config-
urations and make appropriate adjustments of the power number value if it is not 
feasible to take a direct measurement. It is important to verify whether the selected 
agitation speed is within the motor’s capability and the vessel will be stable without 
extensive vibration.

Multiple Impellers
With the increase of bioreactor size (>2,000 L), multiple impellers are recommended 
and commonly used especially for tanks with high aspect ratios [47]. It is not nec-
essary to keep all of them the same however. The combination of different impeller 
designs for better gas dispersion and mechanical stability has been reported. In most 
cases, each impeller creates independent circulation loops. The total mixing time 
depends on the rate of mass exchange between these loops. The exchange flow rates 
between impellers are determined by the type of flow generated by each impeller and 
pumping capability. It is important to check that the impeller distance is suitable so 
that the circulation of the upper impeller, which normally carries base added from the 
top of the liquid to control pH, can have a good exchange with the lower loop where 
the pH probe is located. Vrabel et al. reported that a significant decrease of mixing 
time was observed when using axial up-pumping style as the top impeller compared 
to a radial impeller due to the different circulation pattern [48]. Other advantages of 
up-pumping impellers include [17, 49], 1) effective for gas dispersion and capable to 
handle high aeration rate without impeller flooding, 2) negligible torque and flow 
instabilities, 3) efficient foam-breaking capability if placed close to liquid surface.

Figure 6.3.7: Effect of baffling and D/T on power number [115].
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It has been shown that the distance between 2 impellers has a significant impact 
on the total power consumption [50]. Basically, the system power number decreases 
when the distance between is shortened. The detailed profile depends on the impel-
ler type. For unaerated disc turbines, the change of power number is shown in Figure 
6.3.8. However, the practical distance between impellers should be less than 2D to 
avoid dead zones between the impellers.

The active volume or mean circulation zone for axial impellers is only 2/3 of the tank 
volume. The rest of the volume is governed by macroinstability [51]. The position of 
the top impeller with respect to the liquid surface is important in terms of base disper-
sion and dCO2 stripping. Sigma and Gu have reported that moving the top impeller 
closer to the surface can significantly improve dCO2 removal [52], which helps prevent 
dCO2 accumulation at large scale where it occurs most.

6.3.3.2 Aeration Strategy
Oxygen is a key nutrient in mammalian cell culture processes. However, the solubil-
ity of oxygen in liquid media is very low, around 7 mg/L under typical cell culture 
conditions. Cell specific oxygen uptake rate (sOUR) depends on the cell line, tempera-
ture, pH, and cell metabolism status, and thus may vary significantly between 0.5 to  
25 pmol per cell per day [53]. Oxygen is continuously consumed by the cells. Without 
continuous supplementation of oxygen into the liquid, the dissolved oxygen will be 
depleted within a few minutes.

In addition, cells produce and release carbon dioxide as a byproduct of cellular 
metabolism. The typical respiratory quotient (RQ) is close to 1.0 [53]. Compared to 
oxygen, carbon dioxide solubility is significantly higher. For example, 1.3 g/L CO2 can 

Figure 6.3.8: Impact of impeller spacing on unaearted power draw [47, 50] (P2 = power consumption 
of dual impeller system, P1 = power consumption of single impeller system).
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be dissolved in water under 1 atm and 30 °C [54]. Furthermore, dCO2 can react with 
water to form carbonate acid and subsequently dissociated to hydrogen ion and bicar-
bonate ion as shown below.

                                                                   K1                                 CO2(g) + H2O ←⎯→ H2CO*
3                           (6.3.6)

                                                          K2                                     H2CO*
3 ←⎯→ HCO–

3 + H+                              (6.3.7)

                                                            K3                                       HCO–
3 ←⎯→ CO3

2– + H+                               (6.3.8)

K1, K2, and K3 are 1.6, 6.3, and 10.23 respectively at 37 °C and 0.115 molar ionic strength 
[53]. At cell culture pH around 7.0, HCO3̄  formation is dominating followed by H2CO3*. 
The transfer of bicarbonate to carbonate is negligible. If there is no efficient way to 
strip dCO2 out of the liquid, the dCO2 level can build up easily which will have the fol-
lowing 2 impacts.
1) pH of the extracellular solution will decrease dramatically. Since pH in cell 

culture processes is controlled tightly, the increase of dCO2 will eventually result 
in high base addition and then high osmolality, which will have negative effects 
[55, 56].

2) Since CO2 is a nonpolar molecule, it can freely diffuse into cells, which can change 
the intracellular pH and cause subsequent physiology changes. For example, the 
protein glycosylation and charge distribution was altered at high dCO2 [57].

Mass Transfer
Aeration has 2 goals to achieve: oxygen supplementation and dCO2 removal. Accord-
ing to Fick’s first law governing the diffusive transport of the solute across the liquid-
side boundary layer, mass transfer rate for oxygen and CO2 can be expressed as Equa-
tion 6.3.9 and Equation 6.3.10, respectively.

                                OTR = kLa(O2) × (C*
O2

 – CO2
)                         (6.3.9)

                               CER = kLa(CO2) × (C*
CO2

 – CCO2
)                       (6.3.10)

According to van’t Riet’s correlation [58], kLa increases with the increase of power 
input and superficial gas velocity as shown in Equation 6.3.11.
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                                   kLa = α × (P/V)β × ν sγ                               (6.3.11)

α, β, and γ are constants. Under typical cell culture operating conditions, P/V has 
less impact on mass transfer compared to superficial gas velocity determined by the 
sparging rate for a given bioreactor diameter. For example, β is 0.47 and γ is 0.8 in 
a study conducted by Xing et al. (2009) using an industrial 5,000 L bioreactor for 
oxygen transfer [39]. Under the same aeration rate (vvm), defined as volume of gas 
per volume of liquid per minute, high kLa is normally obtained due to high vs. Fun-
damentally, it is due to high gas residence time and high gas hold-up. The use of 
different impellers or combinations of impellers can also change mass transfer perfor-
mance. Arjunwadkar et al. demonstrated that the disc turbines (DT) – pitched blade 
turbine downstream (PTD) combination – has the best performance at a relatively low 
power input [59]. Other researchers have shown up-pumping impellers to be good in 
terms of mass transfer capability [60, 61].

Among various methods reported for kLa measurement including the hydrogen 
peroxide steady-state method [62], the dynamic gassing-out gassing-in method is 
commonly used by industry due to its experimental simplicity and low cost. However, 
in order to obtain reliable data, special focus is needed on execution details includ-
ing the data analysis. The same basic method can be performed, but if details such 
as vessel conditions, buffer expiration, etc. are not applied consistently, the data 
generated will have significant experimental error across studies. For example, the 
response time of the DO probe should be assessed before the experiment. Jorjani and 
Ozturk have shown its impact on measured kLa [63]. A long DO probe response time is 
a more significant problem when mass transfer is high such as in microbial fermen-
tation. For cell culture processes, where high kLa is around 10 h–1, DO response time 
up to 30 to 40 s is acceptable. A step change in bioreactor pressure is recommended 
to check DO response time in situ [64]. The data analysis technique such as how to 
determine the start and end point of data to include also have an impact on results. 
Mass transfer rate is also determined by the composition of cell culture media, which 
has different surface tension, ionic strength, anti-foam, etc. It is better to run the test 
using liquid with similar properties to media and at process temperature.

Driving force is another factor determining how fast the mass transfer rate is. A 
common and easy way to increase it is supplying pure oxygen into inlet gas. Driving 
force can be heterogeneously distributed in a large-scale bioreactor since the DO 
level differs if the bulk liquid is not well mixed. It is not a large concern since mixing 
time is usually significantly smaller than that of oxygen transfer. Therefore, oxygen 
transfer is not a bottle neck from a time constant analysis point of view [65]. In addi-
tion, the driving force decreases as liquid height increases because the gas compo-
sition changes (oxygen concentration decreases and carbon dioxide concentration 
increases) as bubbles rise through the bioreactor. Despite this, it should not be a 
problem for mammalian cell culture processes since the bubble oxygen percentage 
difference between the inlet and exhaust is small.
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However, CO2 percentage in a gas bubble changes significantly when the bubble 
rises from the bottom to the top of the reactor vessel. For small bubbles such as micro-
bubbles with diameters around a few hundred micron generated by sintered sparger, 
it only takes a few seconds to reach an equilibrium status between the liquid media 
and the bubble. Then, those bubbles lose the ability to remove additional dCO2 while 
oxygen transfer still occurs. In this case (i.e., CO2 saturated in exhaust gas), the total 
gas sparge flow rate allowed is critical, which can determine how much dCO2 can be 
removed, while other parameters such as agitation speed will not have an impact [66]. 
On the other hand, the outlet gas flow rate can be significantly different than the inlet 
if the bubble size is small and the oxygen concentration in the bubble is high. This 
will lead to dCO2 accumulation in the bulk liquid. In an extreme case, microbubbles 
with pure oxygen will be totally dissolved before they reach liquid surface so that 
the outlet gas flow rate is zero. When the bubble size increases, it takes longer than 
bubble residence time allows to fully saturate a bubble with CO2. In this case, mass 
transfer rate can have an impact on the dCO2 level. Because it is hard to obtain an 
accurate driving force for CO2, the measurement of kLa (CO2) is seldom reported. The 
value can be converted from kLa (O2) based on the mass transfer theories shown below 
for a mobile or rigid interface [67, 68].

                                                       us                                         kL
mobile = 1.13           Dg

1/2                            (6.3.12)
                                                       d

                                                 us                                   kL
rigid = 0.6           Dg

2/3 ν –1/6                            (6.3.13)
                                                d

The difference of kL between O2 and CO2 results from the mass diffusivity (D), 
which is reversely correlated to molecular weight.

There are 2 aeration strategies to control DO level at a desired range, total flow 
control or cascade. A minimal flow is typically applied at the beginning of cell culture 
process even when DO level is still high. This is to prevent liquid backflow into the 
sparger and gas piping which can cause cell damage and nozzle clogging. When DO 
drops below the set point in the total flow control model, air sparge rate increases 
until it reaches a preset value (total flow cap). Then oxygen sparge turns on to further 
supply the oxygen demanded while air sparge rate drops so that the total flow rate is 
maintained as a constant level but the concentration of oxygen in the gas delivered 
has increased. With the cascade model, when the air sparge rate reaches a preset value 
(air cap), it will stay at this level and oxygen sparge will be added on top, causing the 
total flow of sparge gas to continue to increase. An illustration of the control methods 
is shown in Fig. 6.3.9. Both methods have been successfully used by industry. The 
total flow control model is relatively popular since it is easy to scale-up/scale-down. 
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However, maintaining tight DO control can be challenging since 2 flow rates of varied 
oxygen concentrations have to be adjusted simultaneously.

In both cases, the dCO2 level is not directly controlled compared to DO. With the 
increase of bioreactor size (liquid column height), the mass transfer capability of 
oxygen increases which will result in a lower gas sparge rate. Also the driving force 
for CO2 removal decreases at large scale. Unfortunately, both of these cause high dCO2 
accumulation. As a result, the air cap or total flow rate should be carefully chosen to 
ensure sufficient dCO2 removal, which becomes more important as the bioreactor size 
increases.

A dual sparger system has been reported that can potentially decouple O2 sup-
plementation and dCO2 removal through a combination of microbubbles with oxygen 

Figure 6.3.9: Illustration of bioreactor aeration control strategies.
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enriched air or pure oxygen and large bubbles with air [69]. It makes use of the strength 
of each format to support higher mass transfer demand at low flow rates. However, it 
increases the complexity of the sparger system which might require additional facility 
work (i.e., piping) as well as process complexity in terms of how the automation deter-
mines the flow rate of pure oxygen and air required to maintain a DO setpoint. Scale 
up of a dual sparger system is even more complicated and has not been reported.

Surface aeration at large scale generally has less impact on overall mass transfer 
rate. At the beginning of the cell culture process, cell mass and oxygen demand is low. 
Therefore, the DO and dCO2 profiles are mainly determined by surface aeration. It is 
typical to see a quick DO drop and relatively high dCO2 level at beginning. However, 
if the upper impeller is close to the liquid surface or partially submerged as discussed 
above, surface aeration will increase significantly causing a much slower drop in DO 
over time. However, these observations are quite empirical without good mathemat-
ical modeling or correlations due to the instability of the surface. The impact also 
highly depends on the impeller type, size, and location, which generate some chal-
lenges in developing a valid scale-down model.

The sparger location in relationship to the impeller(s) also plays a significant role. 
The gas distribution can be maximized by locating the gas entrance under the impel-
ler zone. It is also important to consider the reactor skid piping diameter and design 
lines large enough as to not be restricted to support higher cell mass. As the total gas 
entering the reactor increases, the exhaust capacity also must increase. Considering 
the exhaust piping size as well as the final exhaust location is valuable to prevent 
pressure build-up in the tank and prevent high oxygen concentration exposure near 
electrical or other flammable items from a safety perspective.

Bubble Related Cell Damage
Another important aspect related to aeration strategy is bubble-associated cell 
damage. Sparge aeration is commonly used in large-scale bioreactors because of sim-
plicity. Numerous studies have shown that cells have a tendency of attaching to the 
rising bubble surface and can be severely damaged by the rupture of these bubbles at 
the gas disengagement zone [16]. The hydrodynamic forces generated during bubble 
rupture are substantially higher than that in the impeller region [70, 71]. Figure 6.3.10 
shows that the EDR generated during bubble rupture decreases with the increase 
of bubble size. It is easy for large bubbles to break at the liquid surface while small 
bubbles have to be significantly higher than the liquid level to trigger it. Pressure 
inside a small bubble is also larger than that of large one. As shown previously, a large 
bubble has a higher terminal velocity than some small bubbles as shown in Figure 
6.3.3. Therefore, the residence time of small bubbles in a bioreactor is much longer, 
which also creates more chance for cell-to-bubble attachment.

In order to alleviate this damage, protective additives such as pluronic F-68 and 
polyvinyl alcohol (PVA) have to be used in cell culture media. There is still a debate 
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about the fundamental mechanisms of these additives [72]. While it is known that 
pluronic F-68 can penetrate the cell membrane and change its properties, the most 
commonly accepted theory is that these polymer surfactants can alleviate cell-to-bub-
ble attachment [73, 74]. So, when a bubble ruptures at the liquid surface the number 
of cells impacted is lowered. However, it cannot totally prevent cells from being 
damaged. Its effectiveness also depends on bubble size. Meier et al. showed that plu-
ronic F-68 is less protective for cell attachment to small bubbles [75]. Therefore, the 
impact of bubble size should be taken into consideration during sparger selection, 
which again increases the complexity of determining an appropriate aeration strat-
egy for a given process. A recent study showed that pluronic F-68 can be consumed 
by cells. However, the amount consumed is too little to have any significant impact 
[76]. Lot-to-lot variation of pluronic F-68 was observed and documented more than 
25 years ago [77]; it was found that 2 specific lots could not protect cells from bubble 
damage. Given the importance of pluronic F-68, there is a strong need to identify the 
root cause and improve the consistency, which requires interdisciplinary collabora-
tions such as polymer synthesis, colloid chemistry, cell physiology, and analytical 
method development.

Despite the significant impact to bubble dynamics, sparger design has not been 
investigated sufficiently in the past. The types of spargers typically used in a cell culture 
bioreactor, sometimes in combination, are a sintered sparger (10 to 100 µm), a drilled 
hole sparger (0.2 to 2.0 mm), and an open pipe (>5.0 mm) [9, 52]. As discussed before, 
each one has advantages and disadvantages. The sintered sparger has significant 
oxygen transfer capability because of high surface to volume ratio, but its ability to 
remove dCO2 is limited due to the quick saturation of CO2 in bubbles and low flow rate. 

Figure 6.3.10: Effect of bubble diameter on maximum EDR during bubble 
rupture and corresponding microeddy length (same as Kolmogoroff eddy 
size) [16, 70].
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Small bubbles also cause more problems in cell damage and foam. Due to the concern 
of cleaning, industry practice includes the replacement of the sintered material on a 
sintered sparger after each run. Open pipe has advantages such as low cell damage and 
foam. But it also has low mass transfer rate, which might not be able to support the 
high cell density cell cultures. The drilled-hole sparger with bubble size in the middle 
has a potential of balancing all the requirements and challenges, which is getting 
more popular with the increase of cell culture intensity. However, it has its own unique 
problem. One of them is high gas entrance velocity (GEV), which has shown negative 
impact on cell growth and viability [78-80].

GEV is a parameter, describing how quick the bubbles go through the sparger 
nozzles, which can significantly change bubble formation and breakup in sparger 
zone. Thus, the sparger has to be properly designed during scale-up including an 
increase of nozzle number or size. For sensitive cell lines, utilization of the total flow 
rate DO control strategy will create a known maximum GEV which can be selected in 
accordance with the cell line of interest. The mechanism of how the cells are damaged 
by high GEV in the sparger zone is not well understood. Mathematical modeling (a 
second order moment (SOM) bubble-liquid two-phase turbulent model based on the 
two-fluid continuum approach) has shown that traditional EDR cannot explain the 
damage [81]. Subsequently, a newly proposed correlation expression, stress-induced 
turbulent energy production (STEP), was found to correlate well with the unusually 
high cell death rate at the gas inlet region [81]. Furthermore, hole clogging can be 
an issue, which can dramatically change GEV and bubble formation. Therefore, the 
selected aeration strategy and sparger design are important process parameters and 
should be optimized to prevent cell damage from happening in the sparger zone.

Foam Issue
Cell culture solutions have the tendency to foam when gas sparging is occurring 
because they contain a surfactant(s) such as pluronic F-68 or PVA. Cells also produce 
and release recombinant and host cell proteins into the culture solution, which can 
also act as surfactants due to their amphiphilic structure. At the end of cell culture 
process, dead cells can release intracellular contents such as DNA into the liquid, 
which make the foam stable and hard to break. The formation of foam in a bioreac-
tor should be restricted to prevent a bioreactor foam-out and potential contamina-
tion. The impact of foam on the cell culture process is complicated. A small level of 
stable foam on the liquid surface can allow cells to drain back to the liquid phase and 
prevent severe cell damage by bubble rupture. However, excessive foam can be det-
rimental to cells, which get trapped in the foam layer since it is not a well-controlled 
environment. Different cell culture performance might be observed across the scales 
if the foam behavior and treatment are different. It is often observed that yellow cell 
debris or dead cells accumulate at the top of the foam layer around bioreactor wall. 
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The culture viability may drop noticeably when antifoam is added by bringing those 
dead cells back to bulk liquid.

The foam level in the bioreactor is related to bubble size, gas sparge flow rate, 
and liquid properties such as surface tension etc. Generally, foam formed by small 
bubbles has high liquid content. The surface of small bubbles is more rigid, which 
makes liquid drainage and bubble coalescence difficult. Therefore, the bubbles can 
last for a longer period of time. Mostafa and Gu have showed that even at significantly 
lower flow rates smaller bubbles still caused more foam problems compared to large 
bubbles [52]. Additionally, it is challenging to suppress the foam generated from small 
bubbles via antifoam.

As a mitigation strategy, antifoam is commonly used in the cell culture process. 
Its composition normally contains oil droplets (i.e., silicone oils, mineral oils), hydro-
phobic solid particles (silica, Al2O3, TiO2), or a mixture of both. Typically antifoam 
globules have a size of ~5 µm in radius, which contains silica particles with a radius 
around 5 nm. The mixture of oil and particle was found to be more efficient than 
each of the individual components. The solid particle has properties that can lower 
the entry barrier to an asymmetric oil-water-air film (“pin effect”) as well as facilitate 
bridge formation in the film thinning process, especially in the early stages of the 
defoaming process [82]. The oil droplet ensures the antifoam globules are deformable, 
which is critical for the bridging-mediated mechanism. Antifoam can lose its function 
with time as demonstrated in Figure 6.3.11. Therefore, multiple antifoam additions 
are typically required during a batch, especially toward the end of cell culture process 
when viability is low. However, the optimization of antifoam addition in terms of fre-

Figure 6.3.11: An example of foam evolution in the presence of silicone oil-
silica compound [82].
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quency and amount has not been reported. The maximum antifoam allowance and 
downstream clearance capability should be assessed before scale-up.

However, the addition of antifoam during the cell culture process has a significant 
negative impact on the mass transfer rate [83]. It has been reported that kLa decreases 
by more than 50 % with the use of antifoam [84]. The antifoam can contaminate the 
bubble surface, which can dramatically increase the resistance for gas-liquid mass 
transfer [85, 86]. A sharp spike in the gas sparge rate spike is always observed after 
antifoam addition in order to maintain the target DO level, which can cause more 
foam and thus perpetuate a vicious circle.

Overall, bioreactor aeration is a complicated task. In which, oxygen supplemen-
tation, dCO2 removal, cell damage, and foaming should be balanced and controlled 
through-sparger selection or design as well as sparge control strategy selection.

6.3.4 Computational Fluid Dynamics (CFD) Simulations

In recent years, CFD has been applied to bioreactor characterization. A few good 
review papers about CFD applications in this area have been published [87, 88]. In 
general, CFD simulation consists of mesh constructions, boundary definition, solving 
various governing equations for momentum, mass, and energy balance, and data 
analysis. CFD is a useful tool, which provides us another way to understand biore-
actor behavior and study the difference across scales. However it is recommended 
to understand modeling capability, assumptions, and limitations, which can help 
interpret and make use of CFD results. There are a number of software options avail-
able, though all require a skilled user to enable the delivery of useful data. The model 
should be validated with experimental data points if possible.

The application of CFD work in the area of industrial cell culture mainly focuses 
on where experimental measurements cannot be performed due to technical chal-
lenges, resources constrains, and GMP restrictions. For example, heterogeneity is a 
significant concern in a large-scale tank. The addition of baffles as well as the usage 
of an angled shaft impeller can improve mixing and increase uniformity across the 
tank. But, there will always be pockets, zones, or gradients across the liquid as gases 
and solutions are introduced. Experimental studies can be performed to characterize 
mixing time, but these only provide a holistic view of the vessel in a given condi-
tion. In this scenario, single-phase turbulence CFD modeling is very useful. Modeling 
pH spikes observed in the base addition zone and hydrodynamic force distribution 
near the impeller tip or battles can greatly improve overall understanding in a zonal 
fashion across the vessel. Compared to average P/V, CFD can provide more detailed 
information of EDR distribution. Vakili and Esfahany (2009) showed that EDR in a 
zone around the baffles is less than that in the impeller zone [89], which helped elimi-
nate the concern of cell damage by baffles. In addition, the impact of dual impeller 
positions and the presence of gas on power number were also investigated with CFD 
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modeling [90]. In other cases, varying impeller designs and their positions in a large 
scale bioreactor can be studied with CFD simulation to obtain relative information, 
which can significantly save resources and work compared to experimental testing 
which may not yield the same level of information as CFD.

Simulating mass transfer simulation is a more complicated task. Even though 
the selection of single average bubble size across the vessel, via a couple discrete 
phase model (DPM), can easily create matching values versus experimental data, it 
is preferred to use population balance equations to reflect bubble breakage and coa-
lescence, which is closer to a real case scenario with a broad bubble size distribution 
[91]. Rathore et al. showed that without the application of the population balance 
method, the simulation result can be misleading, yielding very high gas volume 
fractions at the top of tank [92]. In addition, their work showed that mass transfer 
rate is more than tenfold higher in the impeller zone versus other zones in the bulk 
liquid. Therefore, it is reasonable to speculate that the DO is heterogeneously distrib-
uted, which is much higher in the zone close to the impellers, especially the bottom 
impeller closest to the sparger. Another benefit of utilizing CFD is adapting process 
parameters to align with sensitive cell lines. A scale-down model can be developed 
accordingly for a DO sensitive cell line based on the information gathered through 
CFD simulation.

6.3.5 Challenges and Perspectives

While the focus has traditionally been on engineering principles to build scale-up/
scale-down models, there are other very important aspects of the process requiring 
attention to allow for success. Successful scale-up requires the integration of estab-
lished engineering principles as well as raw material and cell line robustness. The 
respective cell line and raw materials are critical inputs into a process that tradition-
ally has caused numerous scale-up surprises. A predictive scale-up model would 
not allow for such surprises. Thus, these inputs require attention upfront. Cell age is 
known to play a role in cellular metabolism and protein production, and in some cases 
depends on the level of adaptation prior to cell bank creation [27]. As a result, cell line 
stability understanding is recommended [93]. In the absence of the full understand-
ing of the impact of cell age, performing experiments of equivalent cell age (tracked 
via cell population doublings) is recommended.

Media component raw materials are known for having lot-to-lot variability even 
with current chemically defined medium. This variability consequently results in 
inconsistent cell culture performance [77, 94-98]. Variation may be caused by a change 
in vendor’s milling process, lot-to-lot variability of raw materials from the vendor’s 
respective supply chain, impurities introduced via carryover across vessels used to 
make other chemical components, etc. Small differences in raw materials can lead 
to metabolic shifts and these shifts may be up or down depending on the cell line 
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and process, causing additional complexity in finding root causes of process vari-
ability [99]. GMP lots of critical raw materials are thus often use-tested at lab scales 
to prevent undesirable performance in manufacturing. Though this activity is valu-
able, it does not always have the perceived predictive power. It has also been proven 
that the impact of raw materials may be scale dependent even when using a quali-
fied scale-down model for the use. Thus, it is critical to characterize raw materials 
as much as possible and understand the possible variation each may generate by 
utilizing and testing a large array of lots during process development and over the 
program’s lifecycle.

The difference in media prep and storage across scales can also result in unex-
pected cell culture performance. For example, the degree of CO2 degassing from 
media solution containing sodium bicarbonate can vary significantly due to a dif-
ference in mixing intensity, which can cause pH drift and buffer capacity loss if a pH 
adjustment step is included during media prep. Often, media are highly sensitive to 
temperature and oxidation [100]. In order to ensure expected process performance, 
the ability to store filtered solutions unmixed at a specified temperature and with an 
inert gas in the headspace is valuable. It has been also reported that media chemistry 
such as cysteine oxidation can occur differently across scales, which caused media 
precipitation only at certain scales [101]. Since some media components are sensitive 
to light, the media prep and storage at small scale should be carefully defined in order 
to mimic the large scale scenario [102]. The container and its cleaning procedure can 
also have an impact on media quality. It is recommended to run satellite small-scale 
bioreactors with large-scale media if possible to decouple the impact of media and 
process, which can provide critical information during troubleshooting.

Robust automation is valuable to obtain consistency and efficiency in today’s 
manufacturing facility. Automation of numerous activities provides a repeatable 
method of execution and also minimizes the manual labor required to execute a 
batch. Vessel cleaning, steaming, pressure testing, as well as uploading of reactor 
process parameters are all activities generally automated. Electronic documenta-
tion and on-line trending can also improve facility efficiency. Rapid review and data 
analysis can be performed as well as accurately tracking operations. Having raw 
materials and consumables also embedded into the electronic tracking method is 
highly valuable for inventory management efficiency as well as batch performance 
troubleshooting. As previous discussed, raw materials can play a significant role in 
determining performance and batch-to-batch variability. Thus, this data needs to be 
mined and analyzed. Having information at your fingertips will save time and allow 
fast responses and resolutions.

Manufacturing facilities ultimately must maintain flexibility. Processes will 
continue to intensify and facilities must be able to adapt and flex accordingly to 
accommodate novel process requirements as well as maximize facility capacity. For 
example, many of today’s fed-batch cultures have high feed volume. A facility today 
must have large feed tanks to match the requirements of the large-scale bioreactors (up 
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to 60 % total volume of the bioreactor). Going forward, a greater need in media/feed 
tank volume will be necessary as continuous processing becomes more prevalent.

Continuous cell culture processing has been historically used to produce prod-
ucts, which were not stable under batch culture conditions. However, this platform 
and concept has gained more attention in recent years for achieving high volumet-
ric productivity in conjunction with stable products such as monoclonal antibodies 
(MAb) [103, 104]. This theory is supported by the fact that other matured industries 
such as the automobile and chemical industries all use continuous manufacturing 
to streamline the process flow and lower the cost. Warikoo et al. have successfully 
demonstrated 2 CHO perfusion cultures achieving 50 to 60 × 106 viable cells per mL for 
60 days [105]. However, there are still technical hurdles to overcome in order to make 
it a successful and robust process format for commercial operations. Besides media 
improvement to minimize perfusion rate, balancing the mass transfer requirement 
without hurting the cells as discussed above is critical. In this case, high viability is 
even more important as these cultures must be maintained for long periods of time.

Besides the production stage, perfusion can also be integrated at the N-1 stage in 
a typical fed-batch process to increase seed density. In most manufacturing facilities, 
the production tank is the bottle neck for overall output which includes several days 
of cell growth prior to reaching peak cell density. Application of perfusion in the N-1 
stage can reduce the time to peak cell density once within the production stage by 
starting the production phase at a high initial cell density and overall allowing for a 
higher facility throughput [106]. N-1 perfusion also has a potential to increase peak 
cell density and titer achieved in the production state. The use of perfusion technol-
ogy to make high-density cell bank, which can shorten cell expansion duration from 
vial thaw to production stage has been also reported [107].

Given the incorporation of unique cell lines, raw material variation, increased 
automation, and new process formats, creating a cross-scale system that simulates 
the critical process aspects providing a similar microenvironment can be challeng-
ing. Currently, the industry is trying to achieve 500 to 1,000 mg/L/d volumetric 
productivity, which definitely requires high cell mass. Peak density of 30 and 50 
to 100 × 106 cells per mL has been reported in fed-batch and perfusion cell culture 
process respectively in recent years [104, 105, 108]. As cell culture densities have 
risen and processes continue to intensify, scale-up becomes more challenging and 
requires adaptive facilities (both lab and manufacturing). High cell masses place sig-
nificant demands on both, mixing and mass transfer, including high agitation rates 
and substantial sparge rates. Unfortunately all of these process parameter inputs 
have possible risks associated with them as discussed in previous sections. Finding 
a balanced solution of providing a homogeneous liquid solution with sufficient 
oxygen supplementation and carbon dioxide stripping without causing cell damage 
and foaming is complicated. Furthermore, this will become even harder to achieve 
for future further intensified cell culture processes. In the future, mass transfer will 
likely be the limiting factor determining the maximum volumetric productivity that 
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bioreactor can produce. The following aspects should be considered as potential 
areas for further improvements.
1. Screening cell lines to make them insensitive to bubble rupture,
2. exploration of highly potent protective surfactants,
3. application of rational and optimized sparger designs,
4. deriving an effective antifoam solution and usage method with minimal impact 

on mass transfer.

Most scale-up issues encountered are cell line specific. Overall process and scale-up 
success rates can potentially be improved through the creation of a very robust cell 
line that is adapted to the bubble shear environments and thus not negatively impac-
ted. These activities must begin during the cell line generation and selection process. 
Also generating and applying better understanding of historically used raw materials 
such as serums and hydrolysates to identify a surfactant more effective than pluro-
nic F-68 in preventing bubble rupture damage at high flow rates and cell densities 
is desirable [109, 110]. The impact of sparger designs on bubble formation and size 
distribution also should be examined, which can be optimized to achieve the desired 
bubble size under a broad range of aeration rates. Additionally, developing a novel 
antifoam solution and addition strategy that would not impact mass transfer aspects 
would also be extremely valuable in terms of expanding the sparge rate operation 
range [111].

Notation
θm mixing time (s)
(εT ) mean specific energy dissipation rate (m2/s3)
(εT )I local specific energy dissipation rate (m2/s3)
D impeller diameter (m)
T Tank diameter (m)
H  Liquid height (m) 
λk Kolmogoroff eddy size
υ kinematic viscosity (m²/s)
Np power number 
P power (W)
V volume (m3)
ρ  liquid density (kg/m3)

N  impeller speed (s–1)
Tq torque (Nm)
kLa volumetric mass transfer coefficient (s–1)
Dg gas diffusivity in the liquid (m2/s) 
vs superficial velocity (m/s)
OTR oxygen transfer rate (g/(m3·s))
CTR  carbon dioxide transfer rate (g/(m3·s))
us slip velocity (m/s)
d bubble diameter (m)
kL liquid-side mass transfer coefficient (m/s)
C bulk liquid concentration (g/m3)
C* the equilibrium liquid concentration (g/m3)
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6.4  Extraction and Purification of Biologics from Cell Culture: 
Monoclonal Antibody Downstream Processing

Nuno Fontes, Ruoheng Zhang, and Jens H. Vogel

6.4.1 Generic Antibody Purification

6.4.1.1 Early Immunoglobulin and Monoclonal Antibody Purification Processes
Antibody purification processes have changed significantly since the first use of 
immunoglobulin products from human plasma for the treatment of immune defi-
ciency [1]. Initial processes for the production of immunoglobulins were based on the 
Cohn process developed in the 1950s. These processes made no use of chromatogra-
phy and were instead based on a series of fractional precipitation steps using cold 
ethanol. In plasma fractionation, precipitation is still the preferred method. Never-
theless, some of processes developed more recently for the production of intravenous 
immunoglobulin (IVIG) from plasma, already include chromatography steps down-
stream of the initial fractional precipitation steps [2].

The purification processes used for the production of the first monoclonal anti-
bodies (mAbs) approved for human therapeutic use in the 1980s and early 1990s 
had very little in common with the processes used for production of immunoglobu-
lins from plasma. Initial mAb processes displayed very diverse purification schemes 
and were generally more conservative in regards to clearance of process related 
impurities. This reflects the significant increase in process and clinical knowledge 
gathered over the last 20 years, which gave the industry and the health authorities 
an improved understanding of critical product quality attributes (CQA). Early mAb 
purification processes employed various types of microfiltration and depth filtra-
tion for harvest of the cell culture fluid. Although Protein A affinity chromatography 
has become the industry-wide standard for direct capture and purification of mAbs 
and Fc fusion proteins from the harvested cell culture fluid [3], some early processes 
used Protein G instead. Protein A is a 42 kDa type I membrane protein from the bac-
terium Staphylococcus aureus with high specificity for the Fc region of antibodies. 
In addition to this main binding site, some immunoglobulins, particularly those 
containing heavy chains from the human vH3 gene family, have been shown to have 
an additional binding site for Protein A on their heavy chain variable domain [3]. 
Protein G is a 65 kDa or 58 kDa (depending on the subtype) streptococcal mem-
brane protein with strong affinity for immunoglobulins and albumin. It differs from 
Protein A in its binding specificity to immunoglobulins of different subtypes and 
origins. For bioprocessing applications, the albumin-binding site is deleted from 
recombinant protein G. Another key difference in early mAb purification schemes, 
compared to today’s practices, was the placement of the affinity step downstream 
of a nonaffinity conventional chromatography capture step, with the objective to 
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protect the expensive affinity resins from the relatively crude harvested cell culture 
fluid [1]. Size-exclusion chromatography (SEC) was also prevalent in early pro-
cesses as both a purification and formulation step, but its poor scalability led to its 
replacement with alternative steps, namely with cation exchange (CIEX) for aggre-
gate removal and with ultrafiltration (UF) and diafiltration (DF) for formulation. 
Implementation of ultrafiltration in mAb processes was initially met with skepti-
cism due to the concern that the antibody molecule could be sheared and damaged 
by the tangential flow. Routine use of ultrafiltration in mAb processes over the last 
20 years, as well as theoretical considerations and shear studies, have dismissed 
those concerns and demonstrated that mAb molecules are too small to be affected 
by the relatively mild shearing stress present in common ultrafiltration conditions. 
Exposure to air-liquid interfaces, mostly created by pump cavitation is instead the 
common cause for mAb degradation in ultrafiltration processes [4], which can be 
avoided with the right choice of equipment and processing conditions.

Since most mAb production has been carried out using mammalian cell-based 
host systems, special consideration has been given to the implementation of viral 
reduction steps. While traditional processes commonly used organic solvents and/or 
detergents for viral inactivation, modern viral reduction approaches have converged 
towards the use of acid inactivation for endogenous virus and retrovirus and of viral 
filtration and chromatography unit operations for both, endogenous and adventi-
tious viruses. This topic will be addressed in more detail in Section 6.4.2.

Another common feature of early processes that changed over time was that the 
number of chromatography steps, which decreased from 4 or more to 2 or 3. Finally, 
given that in the early days upstream titers were low, sizing of purification unit opera-
tions has shifted from maximizing the volumetric productivity to maximizing capac-
ity. It was fairly common for chromatography steps to be operated at load densities 
significantly below the respective dynamic binding capacities, which in turn were 
considerably lower than those observed with current chromatography resins. Finally, 
the early large diversity of mAb protein sequence frameworks spanning the natural 
evolution from murine and chimeric to modern fully humanized mAbs, led to a wider 
range of mAb purification schemes [1].

6.4.1.2 Industry Standard mAb Purification Platform
Purification platforms for mAb production are generic purification schemes that 
take advantage of common properties of mAbs, namely the strong binding affinity 
of the Fc region to Protein A and their relatively basic character, to maximize the effi-
ciency of purification process development, transfer, and implementation. Process 
platforms enable minimization of the development time, effort, and costs required to 
achieve target product quality, impurity levels, yield and facility fit. Biopharmaceu-
tical companies with monoclonal antibody pipelines expressed in Chinese hamster 
ovary (CHO) cell lines have arrived at very similar purification platforms. Evidence of 
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the convergence of downstream platforms comes mostly from information shared at 
conferences. A number of recent publications further support this claim [1, 2, 5-11] and 
give extensive information and details on the industry standard process platform. In 
this section our aim is to provide only a generic overview of the industry purification 
process platform flow sheet, shown in Figure 6.4.1.

Given that mAbs are expressed into the cell culture supernatant, the first step consists 
in the removal of the host cells and cell debris and recovery of the supernatant con-
taining the soluble mAb. Current platforms use centrifugation coupled with depth fil-
tration followed by microfiltration, prior to loading of the Protein A column, which is 
the first chromatography step. Early purification schemes had successfully employed 
tangential flow filtration (TFF) as a cell culture fluid harvest technique. However, the 
combined increase in cell densities, specific productivity and cell culture duration, 
aimed at maximizing cell culture titer, led to a corresponding increase in impurity 
levels and in the percentage of solids present in cell culture fluid. The increase in the 
sub-micron debris load made implementation of TFF more challenging and led to 
a preference for centrifugation coupled with depth filtration as the current industry 
standard for harvest of the cell culture fluid [11]. An optimized centrifugation process 
minimizes cell lysis (and hence generation of additional cell debris as well as release 
of intracellular impurities and proteases) and maximizes sedimentation of submi-
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2nd Ion-exchange polishing
chromatography

Viral filtration

Ultrafiltration and
diafiltration

Low pH hold
Viral inactivation

Protein A
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Harvest
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viruses

Removal of product and process related
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Removal of endogeneous and adventitious
viruses
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Figure 6.4.1: Industry-standard monoclonal antibody purification platform.
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cron particles and product yield. Recent improvements in harvest operations made 
use of fully hermetically sealed, bottom-fed centrifuges, which completely eliminate 
the air-liquid interface commonly present in standard nonhermetic centrifuges. This 
interface is known to be harmful to the integrity of the mammalian cells and to be 
the cause of additional cell debris when not appropriately managed by the use of 
backpressure. Fully hermetic centrifuges employ mechanical seals that fully isolate 
the product fluid from outside air and enable the machine to be completely filled with 
liquid eliminating all air-liquid interfaces. This modern design also allows for the 
elimination of valves and pumps from the inlet piping which contributes to an overall 
reduction in extent of cell lysis by more than 50 % [12]. Centrifugation is nevertheless 
unable to completely remove the submicron particle load, which has to be eliminated 
by depth filtration prior to the loading of the first chromatography step. Depth filters 
come in many different varieties, but a common design consists in a layer of cellulose, 
a porous filter-aid such as diatomaceous earth, and a polymeric resin binding the 
two together that carries a positive charge. Based on these major components, depth 
filters remove impurities and particulate material by size exclusion and adsorption, 
and provide essential protection to membrane filters. For lab, pilot, and small-scale 
clinical applications, 2 types of depth filters, a coarse followed by a tighter one, are 
commonly placed in series and loaded directly with the whole cell broth, skipping 
the centrifugation or tangential flow filtration step. For larger scale clinical and com-
mercial operations depth filtration is most commonly coupled to either centrifugation 
or depth filtration.

The second unit operation in the industry standard purification platform is affin-
ity chromatography using a Protein A ligand. There are many different Protein A resins 
available on the market. The major determinants of resin performance are properties 
such as the origin and type of Protein A ligand (native, recombinant, or recombinant 
modified alkali tolerant), the chemical nature of the solid support (controlled porous 
glass, agarose-derived, or poly styrene-divinylbenzene), the type of ligand-support 
coupling (single- versus multipoint attachment), the pore and particle size, and the 
ligand density. Protein A is one of the most expensive raw materials utilized for the 
manufacturing of mAbs (only matched or surpassed by the cost of parvovirus filters). 
For that reason, Protein A columns are commonly undersized and operated in multi-
ple cycles per batch. As mentioned later in this chapter, resin selection is a key part 
of process development. There is no universally best resin, but rather a case-by-case 
best fit for the specific application and manufacturing capabilities. Load capacity and 
operating flow rate have to be balanced to provide the optimal number of cycles that 
enable fit to the existing pool tank volumetric capacity, operation within the stability 
of the load and pool material, and that the process meets the run rate needs of the 
production site. Given the very high affinity between the Fc region of mAbs for the 
Protein A ligand, adsorption is effective within a relatively wide range of loading con-
ditions (pH, ionic strength, temperature). Elution is typically achieved by dropping 
the pH to less than 4, a condition which causes protonation of key residues in both the 
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Protein A ligand and mAb binding sites and leads to a significant decrease in binding 
affinity by electrostatic repulsion of like positive charges. The mAb is eluted from the 
Protein A resin and then held for a predefined period of time (usually for a minimum of  
30 min) under acidic conditions (pH <4) for the inactivation of enveloped endogenous 
and adventitious viruses. The viral inactivation pool is then titrated to a higher pH for 
either increased pool stability and/or for setting it to appropriate loading conditions 
for the subsequent polishing step. This is the point of greatest diversity in current 
mAb purification platforms. Generically, platforms consist of 2 successive polishing 
steps downstream of Protein A, usually consisting of a cation exchange resin (CIEX) 
operated under bind-and-elute conditions and an anion exchange resin (AIEX) oper-
ated under flow through conditions. The order of these steps may not be fixed, even 
within the same company, and the specific resin type may also change for different 
mAbs. There is a very large number of ion exchange resins on the market. The main 
resin characteristics that determine step performance (yield, load capacity, purifica-
tion factor) are the ligand type, ligand density, ligand coupling chemistry, pore size, 
particle size, and particle rigidity determined by its chemical nature. Most of the 
industry has adopted a 3 column purification process, but there are also successful 
platforms based on 2 column processes, one of the most notorious of which is that 
developed and adopted by Wyeth (now Pfizer), which operates the anion exchange 
step in a weak-partitioning mode [13] characterized by loading under conditions 
that promote stronger binding of impurities. Weak partitioning chromatography 
preserves the isocratic operation typical of common flow-through anion exchange 
and despite significant binding of the product to the resin, yields exceed 95 % due 
to the high loadings and short washes. The main function of the chromatographic 
polishing step(s) downstream of Protein A is reduction of process and product related 
impurities, of which the most important are cell culture media components, leached 
Protein A ligand, DNA, host cell proteins (HCP) and product aggregates. When anion 
exchange is operated in the industry standard flow-through mode, CIEX is the work-
horse for removal of leached Protein A (removed in the flow-through fraction) and 
product aggregates (retained in the column). Viral filtration in normal filtration mode 
is in most cases operated downstream of the 2 chromatographic polishing steps, but 
there are companies that place the virus filtration between those 2 steps. Over the last 
decade, parvovirus filtration has replaced retrovirus filtration as the industry stand-
ard. A variety of virus filters and protective prefilters are also available from different 
vendors. Parvovirus filters, along with Protein A resins, are amongst the most expen-
sive raw materials, together typically accounting for 50 to 70 % of the downstream 
raw material costs.

The final step in the industry standard platform is an ultrafiltration and diafiltra-
tion performed by tangential flow filtration. The purpose of this step is to concen-
trate the product to the desired final drug substance protein concentration, to remove 
small molecule process related impurities, and to formulate the drug substance into a 
buffer of the desired composition. The purified liquid drug substance is then usually 
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stored frozen from –20 to –80 °C before being thawed and filled into the final drug 
product format which is usually a vial, a pre-filled syringe, or a delivery auto-injector.

6.4.1.3 mAb Purification Process Development Approaches
Drivers
The primary driver for purification process development is achieving the required 
purity to support safety and efficacy in vivo. Secondary drivers include the speed 
of process development, process yield, process robustness, and scalability. The 
relative priority of the secondary drivers is influenced by several factors; the most 
important are the stage of clinical development, the market size, and the competi-
tive landscape. During early-stage development, the focus is on minimizing the 
period of time from the generation of the cell line to the delivery of drug product to 
the first-in-human clinical trials. Most biopharmaceutical companies report similar 
durations for this stage of development, ranging from 16 to 19 months from DNA 
to product in the clinic. Manufacture of drug product is on the critical path and 
therefore, speed of process development is usually the main secondary driver. As 
the product succeeds in the initial stages of clinical development and proceeds to 
phase III, the focus shifts towards maximizing cell culture titer and process yield 
and minimizing cost of goods.

Early-stage Purification Development
A common trend in biopharmaceutical development is the establishment of a molec-
ular and manufacturability assessment team on the interface between late-stage 
research and early-stage process development. The main goal of this cross-functional 
team is to screen and select the best preclinical molecule candidates generated by 
the research group, from the perspective of best fit to the company’s early-stage 
upstream, downstream and formulation platforms. There is no process development 
during this phase. Transient cell culture pools are typically processed through a pre-
determined process platform and assessed for fit based on critical process and quality 
attributes such as yield, product related impurities such as aggregate and charge vari-
ants, host cell protein levels, product stability, and drug substance viscosity. Coordi-
nation between the manufacturability assessment team and the early development 
organization is important to enable integration of the information gathered during 
the molecular assessment into the early stage of process development. Most compa-
nies use the same manufacturing process to supply the preclinical toxicology and the 
phases I and II clinical trials.

Early-stage purification process development for mAb processes has become 
increasingly templated over the last 20 years, and most biopharmaceutical compa-
nies make use of well-established purification platforms as previously mentioned. 
Purification process development usually starts by performing full run-throughs of 
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the first available harvested cell culture pools, using the company’s early-stage plat-
form. After evaluation of initial in-process and final product quality attributes from a 
run-through of the unchanged process platform, priorities are set on the unit opera-
tions that require tuning to achieve the target product quality profile. High-through-
put screening has been increasingly utilized for process optimization work.

Harvest operations are usually performed under standard centrifugation condi-
tions and oversized depth filtration. In many instances, centrifugation is skipped for 
the relatively smaller scale (100 to 500 L bioreactor volume) early-stage processes and 
only implemented for the phase III process. Protein A affinity chromatography, the 
workhorse of mAb purification, is such a robust unit operation for mAb purification, 
that commonly does not require any process development for early-stage applications. 
Minimal tuning may include optimization of elution conditions to achieve the desired 
pool pH for viral inactivation without the need for pool pH titration, and screening of 
templated postload wash buffers for reduction of the level of host cell proteins. The 
flow-through anion exchange step downstream of Protein A also requires minimal 
process development for well-behaved mAbs with relatively high isoelectric points. 
This typically includes the determination of the binding capacity, based on host cell 
protein breakthrough, and minor tuning of the load pH and ionic strength to ensure a 
reasonable load capacity. The bind-and-elute cation exchange step typically requires 
the greatest amount of work during early-stage development. The goals of this step 
is to further reduce process-related impurity levels, namely leached Protein A that is 
not removed by anion exchange, and to reduce the level of product related impurities, 
especially aggregates. Gradient elution is frequently a choice for CIEX, given that it 
maximizes impurity resolution while minimizing process development efforts, which 
outweighs its somewhat higher complexity compared to step elution. Loading and 
postloading wash conditions may also be tuned, and most companies have adopted 
simplified methodologies that rely on the screening of templated buffers.

Viral filtration development for early-stage processes consists in determining 
filter mass throughput, defined by the upper limit of product mass or load volume per 
unit membrane area. The amount of effort required to develop the final ultrafiltration 
tangential flow filtration step depends on the target drug product concentration and 
on the biophysical properties of the product. High concentration liquid formulations, 
monoclonal antibodies, with a propensity to form viscous solutions and to aggregate, 
require the greatest amount of effort.

Late-stage Purification Development
Phase III Process Development Goals
Late-stage purification development is usually defined by the development of the 
phase III purification process. It is also highly desirable, from the regulatory perspec-
tive, to make no changes in the manufacturing process between phase III and the 
commercial process, to ensure product comparability and to avoid the requirement 
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for additional clinical studies. Therefore, the phase III process development should 
be conducted with focus on facility fit and commercial manufacturing implementa-
tion. In reality, minor process changes and tuning of process parameter ranges are 
frequently implemented for the commercial process, based on the lessons learned 
from the extensive process knowledge gathered during the process characterization 
and validation stages. However, these changes usually represent a fine-tuning of the 
phase III process, and major changes such as the implementation of new resins and 
filters and scale changes should be avoided to prevent the requirement for additional 
comparability work.

One of the greatest challenges during late-stage purification process develop-
ment, especially for companies with large manufacturing network, is that manu-
facturing site selection and knowledge of the available manufacturing equipment 
and capabilities does not occur until quite late in the development cycle. In these 
instances, process development must take a risk-based approach and decide 
between development of an optimal process for the most likely manufacturing site, 
that may fit poorly in other sites, or development of a process that is generally sub-
optimal across the manufacturing network but could be fit in every site without 
requiring major changes to the process and the facility. To support process design 
efforts, facility fit tools are commonly used throughout late-stage process develop-
ment.

Phase III purification process development typically leverages the data generated 
during the development of the phase I/II manufacturing process and further optimize 
it based on the company process development knowledge and experience.

The major goal for phase III development is developing a robust process that meets 
the required product quality, impurity levels, viral clearance, process yield, plant fit, 
and is able to recover the maximum titer and volume of harvested cell culture fluid.

The development of the phase III process should be focused on the following 
high-level strategic objectives:
– Product quality and process yields

– Harvested cell culture fluid, intermediate pools, and purified bulk substance 
are analyzed for product quality and impurity levels (CHO protein, DNA, 
leached Protein A, other process related impurities) to meet all standard 
regulatory requirements and target quality attributes.

– The process must enable purification of harvested cell culture fluid with titers 
spanning the range observed during development with yields that enable 
achievement of target cost of goods.

– Process safety and compliance
– The process should minimize the use of hazardous chemicals and meet all 

requirements for endotoxin and bioburden.
– Process robustness and scalability

– The process should focus on use of standard unit operations, which are 
proven and scalable.
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– Buffers are designed to minimize requirement for titrations, and buffer spe-
cifications should allow for normal assay variability and minimize the use of 
corrosive chemicals.

– Process intermediates are evaluated for stability at ambient temperature, at 
2 to 8 °C and/or for freeze-thaw stability as appropriate. This enables use of 
reliable and representative feedstocks for development, sample representa-
tiveness for analytical assays and increase in process knowledge, which ulti-
mately leads to process robustness.

Phase III Process Development Strategy
As described above, purification platforms typically include 3 column chromatogra-
phy steps (Protein A capture followed by 2 ion exchange steps), a viral inactivation 
step immediately downstream of Protein A, a viral filtration step downstream of the 
ion exchange steps, and a final UF/DF step. For each step, mass throughput require-
ments, pool purity targets, expected manufacturing constraints including pool and 
buffer tank limitations must be considered.

Phase III development usually starts by running a scale-down version of the 
phase I/II process to establish a benchmark and reference point for phase III devel-
opment. Based on these initial experiments, a phase III process development plan 
is established to guide the experimental approach and define process development 
priorities (ex whether additional resin screening will be required and the extent of 
development and optimization required for each step).

Below we provide some of the strategic considerations and key aspects for the 
development of chromatography steps in general and for each step in particular.

General Chromatography Process Development Considerations, Strategy,  
and Sequence
– Resin Selection: leverage phase I/II data, consider vendor quality, industry and 

in-house experience, long-term availability, dynamic binding capacity, packing 
characteristics, cost.

– Column bed height, diameter, and operational flow rates: columns may be sized 
for capacity (allowing for residence times that enable processing of upper range 
of cell culture titers), for throughput to enable achievement of the target run rate, 
and for plant fit, to enable efficient scale-up.

– Column packing should be performed according to vendor recommendations. 
Height equivalent for a theoretical plate (HETP) and asymmetry should be deter-
mined at all scales and phases of development for data gathering to support 
future scale-down model qualifications (conducted during process characteriza-
tion and validation).
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– Load density, defined as mass of product loaded per volume of resin, is determi-
ned based on dynamic binding capacity experiments, on mass throughput and 
pool purity requirements.

– Buffer systems: one should implement industry standard nonhazardous buffer 
systems, with robust specifications aimed at meeting process targets.

– Buffer parameters (concentration, pH, and conductivity): a Design of Experi-
ments (DOE) approach is typically used to efficiently test and define buffer para-
meters for all chromatography steps.

– Phase durations: for each stage of the step, phase durations are optimized to 
balance buffer consumption with process robustness.

– Elution strategy: for bind-and-elute steps, step elution is preferred over gradient 
elution for large-scale implementation. Several rounds of a DOE based approach; 
using high-throughput screening may be used to define the elution strategy.

– Pooling criteria: should be tested and developed in coordination with the elution 
strategy to determine the conditions required to achieve the optimal pool pH and 
conductivity (with consideration for pool stability) and minimize pool volume. A 
preferred strategy will be to define a starting optical density (OD) and an ending 
OD. Whenever required based on pool volume limitations, volume based pooling 
criteria may instead be defined.

Step Specific Considerations and Key Experimental Strategy
Protein A Affinity Chromatography Step
– Protein A serves as the capture step providing a significant reduction in impurity 

levels.
– Resin selection: select and test resins that meet the process and manufacturing 

requirements. Facility fit models provide very valuable guidance in the determi-
nation of the desired resin properties, namely minimum binding capacity and 
pressure-flow characteristics. There is a wide range of Protein A resins available 
on the market. The main choice is usually between high-flow rigid particle resins 
that enable high flow rates and execution of a higher number of Protein A cycles 
at a lower mass load, or a lower flow-rate compressible particle resin that enables 
high mass throughput through a lower number of cycles executed at higher mass 
loads. Companies must evaluate the best balance between the 2 options and 
choose the one that best fits the target manufacturing plant or that provides the 
greatest flexibility if the manufacturing site is not known at time of development.

– Dynamic binding capacity (DBC) versus residence time to maximize load density 
and mass throughput.

– Protein A postload wash buffer development to maximize impurity clearance and 
pool stability.

– Low pH elution strategy to minimize pool volume and enable downstream viral 
inactivation without need for titration.
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– Maximize volumetric throughput on load and pool filters.
– Track column differential pressure and periodically monitor DBC as an early indi-

cator for column lifetime.

Low pH Viral Inactivation Step
– Assess pool stability (aggregation, fragmentation, charge variants, and any other 

relevant product quality attributes) under worst-case conditions.

Cation Exchange Step (Bind-and-elute)
– Cation exchange is developed as a polishing step, enabling an overall reduction 

of process- and product-related impurity levels and is mainly focused on assu-
rance of the required product quality. Cation exchange is commonly the main 
step for controlling aggregate levels and product variants.

– Alternative resins may be screened (DOE approach for minimization of pool 
aggregate levels).

– Development of packing procedures: cation exchange resins are often challen-
ging to pack, and careful consideration should be devoted to definition of the 
packing procedure to ensure a successful scale-up and transfer.

– Dynamic binding capacity (DBC) versus residence time to maximize load density 
and throughput: high-capacity resins with known capability for aggregate reduc-
tion should be considered to enable purification of the upper range of cell culture 
titers while ensuring target monomer levels.

– Selection and development of buffer systems that maximize the efficiency of 
column equilibration and provide strong buffering conditions at the operating 
pH.

– Optimize wash and elution conditions for robust clearance of size and charge 
variants and impurity clearance (e.g.. ensure clearance of leached Protein A).

Anion Exchange Step (Flow-through)
– Anion-exchange is a key unit operation for viral clearance and for overall reduc-

tion of process impurities (CHO proteins, DNA).
– Resins should be screened with particular focus on viral clearance and host-cell 

protein removal efficacy.
– Maximize virus LRVs by evaluating alternative resins, process parameters, buffer 

systems, and load densities.
– Dynamic binding capacity experiments should be conducted to determine the 

maximum load density. Since the product does not bind, DBC is determined 
based on CHO proteins breakthrough and confirmed to meet the required viral 
clearance targets.
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– Preference is usually given to operating the step under flow-through mode for 
IP considerations. However, in case there are additional purification challenges, 
a more powerful weak partitioning mode may be considered to provide additio-
nal purification ability. Nevertheless, this strategy is protected with IP and will 
require a license from a third party for commercial applications.

Parvovirus Filtration Step
– Virus filtration is used as part of the strategy to achieve the overall viral clearance 

target. (For more details see Section 6.4.2 below.)
– The step is operated in normal flow mode. The objective is to minimize the filter 

area required to enable filtration of a target load volume within a predefined 
period of time (typically 3 to 4 h).

– Membrane chromatography-based prefilters may be used to increase step 
throughput.

– Screen for main filter and prefilter, using mass throughput as main criteria. Select 
the combination that best suits the selected manufacturing site if known or that 
provide the greatest flexibility.

– Identify best step placement (between ion exchange steps or downstream of ion 
exchange steps).

– Maximize filter and prefilter capacities to minimize COGs impact (balance with 
process time).

– Include screening and optimization of load material, buffer system, pH and con-
ductivity, which must be coordinated with the development of the elution scheme 
for the step upstream of viral filtration.

– Maximize viral log reduction value (LRV) for selected model viruses.
– Investigate effect of feedstock conditions on throughput (temperature, hold time, 

number, and conditions of freeze-thaw cycles).

Ultrafiltration and Diafiltration Step (UFDF)
– The UF/DF step concentrates and formulates the drug substance to the desired 

final concentration and buffer composition. In addition, it also provides clea-
rance of small molecules (process related impurities).

– Flux excursions consisting of permeate flux determinations over a range of trans-
membrane pressures are conducted at different bulk concentrations to provide 
the background information necessary to define the process parameters (bulk 
concentration during diafiltration, control strategy, etc.).

– Selection of membrane vendor, type, and molecular weight cut-off.
– Selection of appropriate membrane area.
– Optimization of process and equipment design to enable high concentration for-

mulations when needed.
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– Optimization of product concentration for the dialfiltration step.
– Optimization of the number of diavolumes to achieve sufficient small molecule 

clearance and maximum recovery yield.
– Setting of final concentration step target concentration and buffer/formulation 

addition strategy.
– Consideration of Donnan effects to ensure adequate diafiltration buffer composi-

tion and final pool additions/titrations to achieve the desired drug substance pH 
and excipient concentrations.

6.4.2 Viral Safety Control of Monoclonal Antibody Manufacturing

6.4.2.1 Viral Safety Control Strategy
Biotechnology products such as mAbs, fusion proteins, and cytokines are cell-derived 
products. The commonly used cells are bacterial, yeast, and mammalian. Commonly 
used mammalian cell lines such as CHO, NS0 are susceptible to viral infection. Poten-
tial viral contamination is from endogenous viruses and adventitious viruses.

Potential sources of contamination for cell-derived products are from raw materi-
als, cell lines, and cell banks. In addition, adventitious virus may be inadvertently 
introduced during the manufacturing process through personnel, pest or compressed 
air.

During the manufacturing of biotechnology products such as mAbs, appropriate 
control of viral safety is required to ensure product quality and patient safety and 
to meet regulatory requirements. However, rare events of viral contamination in the 
past have caused severe impact to the product supply, production facility downtime, 
and significant business loss for the affected companies. Therefore, multititers of 
viral safety control strategy are essential to ensure viral safety in biologics products 
manufacturing. These controls, as described below, include testing of the cell banks 
and product, raw material controls, viral clearance studies, as well as cleaning and 
segregation practices in manufacturing processes [14, 15].

Testing of Cell Banks, Preharvest Cell Culture Fluid, and Bulk Drug Substance
The testing is first performed on the master cell bank and the working cell bank. The 
testing is further performed on the cell culture fluid prior to the harvest.
– Master cell bank (MCB): extensive characterization to demonstrate low risk for 

presence of contaminants. Evaluation for endogenous agents; testing for in vitro 
and in vivo adventitious agents.

– Working cell bank (WCB): more limited testing but still includes in vitro adven-
titious agents and other viral assays associated with the specific cell type and 
manufacturing process.

– Preharvest cell culture fluid: tests for endogenous virus-like particles.
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Raw Material Control
– Source control: vendor inspection, audit, and qualification.
– Raw material viral risk assessment program: avoid the use of raw materials of 

animal or human origin.
– High temperature short time (HTST) treatment is suitable for heat stable large 

volume solution. Both UV-C and nanofiltration can be used for heat labile com-
ponents.

– Raw material testing program which is a risk based approach, as testing of raw 
material is difficult and probably subject to false negative. Raw materials poten-
tial contaminated are not homogeneous.

6.4.2.2 Downstream Process Viral Clearance Capability
Direct testing throughout the purification process would only detect known and 
tested viruses and low level of infectious viruses may fail to be detected by direct 
testing. Viral clearance studies provide evidence that the manufacturing process will 
effectively remove or inactivate viruses to a target number of LRVs.

6.4.2.3 Cleaning and Segregation Practices in Manufacturing Processes
Equipment Cleaning and Product Changeover
To prevent viral contamination, equipment cleaning and product changeover need 
to be performed. The manufacturer needs to demonstrate that cleaning and disin-
fection agents are effective against both, virus and bacteria. During cleaning valida-
tion studies, parameters such as contact time and temperature should be evaluated. 
Other controls include positive pressure cell culture suites, high efficiency particulate 
adsorption filter- (HEPA-)filtered single pass airflow, dedicated equipment, and exe-
cution of changeover activities on equipment on a campaign basis.

Material and Personnel Flow
– Expand cell bank in dedicated suite. Closed system from seed bioreactor through 

harvest. Harvest and purification in separate suites. Segregate trains in multipro-
duct facility.

– Require gowning in areas based on activities performed.
– Monitor cell culture processes for indicators of infection, e.g., changes in growth 

patterns, viability, metabolites, monitor expansion growth and viability. Compare 
in-process measurement trends in real-time through multivariate data acquisi-
tion, analysis, and historical trend comparison.
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6.4.2.4 Virus Removal and Inactivation Steps
Many techniques have been demonstrated to inactivate or remove virus (see Table 
6.4.1).

Table 6.4.1: Viral removal and activation methodologies.

Inactivation Partitioning

1. Heat treatment
2. Solvent and detergent treatment
3. Low pH treatment
4. UV-C

5. Precipitation
6. Chromatography
7. Viral filtration

Heat Treatment
Viruses can be inactivated at high temperatures. Generally, enveloped viruses are 
more sensitive than nonenveloped viruses, and the longer the exposure to high tem-
perature the greater the extent of inactivation.

Solvent and Detergent Treatment
Solvent and detergent inactivation is effective against enveloped viruses. While the viral 
protein coat and genome may still be functional, the lipid membrane, which is essen-
tial for docking of the virus to the host cell, is dissolved, and consequently the virus 
becomes noninfectious. Solvent and detergent inactivation steps should be placed in 
the beginning of the purification process, so that the solvent and detergent used can 
be removed from the product stream by the purification steps downstream. Common 
detergents are tri(n-butyl) phosphate (TNBP), tween 80, and Triton X-100. The concen-
trations typically range from 0.3 to 1 % and the exposure times from 30 to 60 min.

Low pH Treatment
Low pH treatment has been demonstrated as a robust step for inactivation of envel-
oped viruses and it is commonly used in mAb purification processes. The effective-
ness of the step depends on the pH, temperature, and duration of the step. Typical 
mAb process conditions are pH <3.5 for 30 min at ambient temperature.

UV-C
Ultraviolet light inactivates viruses by targeting the nucleic acid in the genome. Viral 
sensitivity to the UV-C is propositional to genome size. While UV treatment is one of 
the major methods used for treatment of cell culture media, for viral contamination 
control of media raw materials, it is typically not used in process streams due to meas-
urable and/or potential negative impact on product quality. 
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Precipitation
At 20 % ethanol concentration, enveloped viruses are generally inactivated in approx-
imately 5 min. Precipitation can be effective against both enveloped and nonenvel-
oped viruses. However, it is rarely implemented in mAb processes.

Chromatography
Chromatography removes viruses through partitioning. Although it is usually difficult 
to understand the exact mechanism of viral removal, chromatography is very effec-
tive and very commonly used in mAb processes. Viral removal is highly dependent 
on the resin, protein, and buffer conditions used. Chromatography can be effective 
against both, enveloped and nonenveloped viruses.

Viral Filtration
Viral filtration removes viruses based on their size, while permitting flow through of 
the target protein. During the process, filter integrity must be determined by an integ-
rity testing method before and after use if possible. For some filter types, the integrity 
testing procedure is destructive and it can only be performed postuse. Depending on 
the pore size of the filter, it can be effective to both enveloped and nonenveloped 
viruses. Virus filtration is a very robust platform method, typically does not affect 
product quality, and in particular for smaller proteins and mAbs typically allows for 
achievement of high product yield.

6.4.2.5 Viral Clearance Studies
The purpose of a viral clearance study is to demonstrate viral clearance capability 
of selective purification steps in a downstream process. Purification steps, for which 
viral clearance is to be claimed, are challenged with model viruses to demonstrate 
the ability of the purification process to remove and inactive virus of a certain type. 
The total virus reduction is calculated as the sum of the log10 reduction factors (LRF) 
determined for each step.

Viral clearance studies must be performed under good laboratory practices (GLP) 
guidelines and conducted in laboratories of at least biosafety level 2. A study plan 
must be prepared and signed by the test facility and the study sponsor. The study plan 
describes how spiking, inactivation, sampling, and testing is to be performed. Viral 
testing laboratories typically issue viral toxicity, interference, and viral clearance test 
results to the sponsor. Sponsor in turn, documents the entire viral clearance study 
into summary report. Viral clearance studies are used to support regulatory filings.
A typical procedure for a viral clearance study includes the following activities:
– Choice of appropriate model viruses,
– scale-down model qualification,
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– contract the viral testing laboratory (when capability not available in-house),
– the contracted laboratory provides work plan including validation study, virus 

testing, and cytotoxicity/interference study,
– sponsor generates a virus clearance protocol,
– generation of feedstock materials for each of the relevant steps,
– performing cytoxicity/interference study and execute virus clearance study,
– contracted laboratory provides the data report,
– sponsor write and approve virus clearance report,
– sponsor includes the virus clearance results in CMC section of the regulatory sub-

missions.

Study Design
In most of the mAb downstream processes, steps such as low pH treatment, deter-
gent treatment and nanofiltration are specially designed for removal or inactivating 
of the potential viruses. In addition, selective chromatography steps such as anion 
exchange and affinity chromatography steps are oftentimes included in a viral clear-
ance study. Only specific steps in downstream process more likely to provide viral 
clearance are evaluated in the study. These steps need to have different and inde-
pendent viral clearance mechanisms. In addition, the step must be properly scaled 
down.

Choice of Viruses
In a viral clearance study, model viruses are used (see Table 6.4.2). Viruses with a 
wide range of physico-chemical properties as below are used to evaluate the robust-
ness of the process:
– DNA/RNA genome,
– lipid-enveloped and nonenveloped,
– large, intermediate, and small size,
– from very resistant to easily inactivated.

Table 6.4.2: Virus for mAb phase I study.

Virus XMuLV
(Xenotropic Murine Leukemia Virus)

MMV
(Murine Min Virus)

Genome RNA DNA

Envelope Yes No

Family Retro Parvo

Size (nm) 80 to 110 20 to 25

Resistance Low High 
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Model virus selection also requires suitable culture system, availability of high titer 
stocks, and reliable methods for qualification. Using high-titer virus stocks will help 
to achieve higher LRVs, but virus stock may form aggregates, which may enhance 
physical removal and decrease inactivation. Typically, a 5 to 10 % spiking ratio (virus: 
sample in volume) is used.

Cytotoxicity and Viral Interference
Most common viral testing methods are the cell culture-based infection assay and 
real time polymerase chain reaction (PCR). The PCR method can be used to evaluate 
steps where inactivation and removal are working at the same time. Virus quantita-
tion is conducted by exposing healthy cells to dilutions of the testing sample con-
taining viruses. Virus replicates in the cells and produces a visible effect that can 
be measured. By testing sufficient dilutions, one can accurately determine the total 
number of infectious virus particles present. In some cases, a large volume testing is 
used to increase the testing sensitivity to achieve high log reduction. Nevertheless, 
before the actual viral clearance study is executed, toxicity of the sample (without the 
virus) must be evaluated to prevent confounding with viral replication effects. The 
toxicity assessment is performed by exposing the cells to dilutions of the test sample 
effect prior to the spiking with virus. In addition, sample components may interfere 
with the infection assay when virus is present at low concentrations. Any cytotoxic 
effect induced by the test item on the indicator cells must be prevented. If toxicity or 
interference is observed, the test item must be diluted to the point where no cytotoxic-
ity or interference is observed.

To achieve the highest possible log reduction of virus, typically a high titer of 
viral stock and high spike ratio of virus stock solution to study loading samples are 
used. Recently, purified virus stock solutions are increasingly used. This is particu-
larly important for steps such as viral filtration, where the impact of spiked viruses to 
filter throughput is minimized.

Scale-down Model
Viral clearance studies are not feasible at manufacturing scale; therefore, a scale-
down model of the manufacturing process must be used for this purpose. Compara-
ble process performance of the scale-down model versus manufacturing process at 
scale, of the steps to be validated for viral clearance, needs to be demonstrated. This 
is achieved by using scale independent parameters such as pH, conductivity, column 
bed height, and linear velocity. In the study, the scale dependent parameters such 
as column diameter and viral filter area are evaluated for any potential impact to the 
process. Qualification of the scale-down model is achieved by comparing process per-
formance indicators such as chromatograms, flux decay, and step yields. In addition, 
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the relevant product quality attributes such as monomer content and residual DNA 
content are analyzed to demonstrate the validity of the scale-down model.

For a process aimed for commercialization, viral clearance is assessed during the 
viral clearance study using resins at both, the beginning and at the end of the resin 
lifetime. In this case, a viral carry over study is also needed.

Viral Clearance Steps
In viral clearance studies, the virus stock solution is spiked onto load samples of 
either chromatography or filtration steps. An aliquot of the virus-spiked sample is 
held for the duration of the experiment including the hold of the pool sample post 
column or filtration steps. This hold sample is used to determine any activity loss over 
the time of the experiment.

6.4.2.6 Log10 Reduction Value (LRV)
Viral clearance factors are commonly expressed in units of log10 reduction value. LRV 
is calculated by the equation:

LRV = log10 [(input virus titer × input virus volume) / (output virus titer × output virus 
volume)].

For example: LRV = log10 [(108 IU mL–1 × 20 mL) / (102 IU mL–1 × 10 mL] = log10 (2 × 
106) = 6.3.

Total LRV of a purification process is the sum of LRV for each of the purification 
steps evaluated during the viral clearance study. Table 6.4.3 is an example of virus 
clearance log reduction factor summary for both, murine leukemia virus (MuLV) and 
mouse min virus (MMV).

Table 6.4.3: Log10 reduction factor summary of a purification process.

Process Step xMuLV MMV 

Affinity chromatography 3.5 2.9

Low pH viral inactivation 5.4 Not tested 

Ion exchange chromatography ≥ 5.1 ≥ 4.0

Virus filtration ≥ 5.4 ≥ 5.9

Total process viral clearance [] ≥ 19.4 ≥ 12.8
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6.4.2.7 Viral Safety Risk Assessment
The retroviral safety risk assessment is typically done by calculating the available 
log safety margin between the endogenous retroviral like particle load in the prehar-
vested cell culture fluid and the total LRV determined by the viral clearance study.

As an example, using an electron microscopic evaluation of the production biore-
actor preharvest cell culture fluid from multiple full scales runs, the virus like particle 
(VLP) titer was estimated to be 2.6 × 106 mL–1.

Assuming a titer of product of 1.8 mg mL–1 in the preharvest cell culture fluid, 
a 70 % minimum purification yield and a maximum dose of 400 mg, the volume of 
preharvest cell culture fluid needed per dose of the product is 176.4 mL (400 mg /  
(1.80 mg mL–1 × 0.70)).

This could potentially result in 4.58 × 108 VLPs per dose (8.7 log10) if no virus 
clearance occurred in the downstream process. Since the total cumulative process 
reduction of xMuLV was ≥19.4 log10 (Table 6.4.3), the safety margin is calculated at 
19.4 – 8.7 = 10.7 log10, which demonstrates an adequate control of retroviruses, by the 
manufacturing process (see Table 6.4.4 for a summary of the example above).

6.4.2.8 Viral Clearance Study for a Commercial Process
As products move from early development to commercial production, the patient 
exposure is significantly increased and the regulatory expectation increases.

For investigational new drug (IND) applications, testing of 2 model viruses is ade-
quate for most cell-derived products such as monoclonal antibody. However, during 
the process characterization and validation studies to support biological license 
application (BLA), typically 4 viruses are included in the virus clearance study. In this 
case, 2 replicate experiments are performed at the minimum and the lowest value is 
used in calculation of total LRV.

During the process characterization and validation studies, resin reuse studies 
are performed to demonstrate that the chromatography step has acceptable perfor-
mance in controlling product variants and process related impurities throughout the 
resin life time. In addition, viral clearance studies using resin from the end of resin 
lifetime are performed to determine if the virus clearance capability is maintained or 
impacted by resin reuse.

In viral clearance studies conducted to support market applications, carry-over 
analysis of viruses from one batch to the other is typically included in the study and 
the regulatory filing.

In viral clearance studies it is important to analyze all intermediate fractions 
so that the viral mass balance can be closed. Observation of viral mass balance 
improves the chances for understanding the viral removal mechanism, which is of 
critical importance to address operating deviations in routine commercial manu-
facturing.
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6.4.2.9 General Regulatory Expectation for Viral Safety Control
The viral contamination of the cell lines or adventitious introduction of virus during 
production could have serious impact on manufacturing and clinical development 
of biological products. Therefore, virus testing and assessment of virus removal and 
inactivation by the manufacturing process are required during the development of 
biologics [16].

It is a regulatory expectation that the MCB, WCB and cells at the limit of in vitro 
cell age are tested for the presence of retroviruses. The assays include infectivity 
assays, transmission electron microscopy (TEM) analysis and in vivo assays.

In addition to testing of cell banks and bulk drug substance, evaluation of viral 
removal and inactivation capability by the downstream process is required for bio-
logics product development. For inactivation steps, samples should be taken at dif-
ferent time points so that inactivation kinetics can be shown [14]. Model viruses for 
viral clearance studies should represent viruses that may contaminate the product 
and should display of a wide range of physico-chemical properties in order to test the 
ability of the downstream process to eliminate a large range of viruses [16]. It is recom-
mended that the purification scheme includes at least one virus inactivation step [17].

The validity of the scale-down should be demonstrated. For chromatography 
steps, column bed-height, linear velocity, contact time, buffer and resin types, pH, 
temperature, and concentration of protein should all be shown to be representative of 
production-scale manufacturing.

As a general guidance, it is recommended that the purification process includes at 
least 2 orthogonal (i.e., based on different mechanisms) robust (greater than 4 LRVs) 

Table 6.4.4: Retrovirus (xMuLV) safety margin calculation.

Description Value/Calculation 

Maximum clinical dose 400 mg

Minimum titer in preharvest cell culture 1.8 mg mL–1

Downstream process yield 70 %

Volume of production bioreactor bulk harvest per 
maximum clinical dose

400 mg / (1.80 mg mL–1 × 0.70) = 176.4 mL 

Retrovirus-like particles in production bioreactor 
preharvest

≤ 2.6 × 106  VLPs mL–1

Virus-like particles per maximum clinical dose 2.6 × 106 VLPs mL–1 × 176.4 mL = 
4.58 × 108 VLPs

4.58 × 108 ≡ 8.7 log10

Total process viral clearance ≥ 19.4 log10

Safety margin 19.4 log10 – 8.7 log10 = 10.7 log10
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virus removal steps [18]. It is important to show that not only viruses are removed, but 
that there is excess capacity for virus removal built into the purification process to 
assure an appropriate level of safety for the final product.

6.4.3 Alternative Purification Technologies and Emerging New mAb Platforms

6.4.3.1 Alternative Purification Technologies
As discussed above in greater detail (Section 6.4.1), platform approaches decrease 
the investment per mAb product, improve development efforts, simplify raw material 
procurement, improve technology transfer, and streamline the regulatory aspects of 
processing. Kelley argues that the state of the art of mAb development and manufac-
turing has all hallmarks of a highly industrialized family of manufacturing processes 
[1]. He further defends that companies have no need to stray away from conventional 
production technologies because use of current separations media combined with 
a focus on facility fit has shown that many plants can be debottlenecked to support 
titers of up to 5 g L–1. Still according to the same author, “attractive returns coupled 
with potential losses in revenue resulting from delays in product approval have made 
companies focus on time to market rather than on improving process economics”. 
The concept that companies have no need to look into novel purification technologies 
may be argued in the context of mAb development in large biopharmaceutical com-
panies, where COGS represent a small fraction of the overall cost of development. The 
same conclusion however, is not applicable for Contract Manufacturing Organizations 
(CMOs), for which development and manufacturing costs represent a significant frac-
tion of the overall cost structure. In this context, development and implementation of 
novel processing technologies, that either lead to shorter development timelines and/
or reduced operating costs, may have a significant impact to the company’s profitabil-
ity and competitiveness in the marketplace. The purpose of this section is to provide 
a generic overview of alternative downstream processing technologies that are not 
commonly part of the industry standard mAb purification platforms. Some of these 
technologies have been utilized in specific applications with particularly challeng-
ing mAb products, others are becoming part of new alternative purification platform 
approaches and may one day become part of a possible future industry standard.

Alternative Chromatographic Approaches: Chemistries and Operating Modes
Hydrophobic Interaction Chromatography
Hydrophobic interaction chromatography (HIC) is a useful technique to separate 
proteins based on differences in their surface hydrophobicity and it can be operated 
both in bind-and-elute and flow-through modes. To induce binding of the protein of 
interest to the stationary phase, the load material is conditioned with a salt, usually 
kosmotropic, very commonly with ammonium or sodium sulfate, to a moderate salt 
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concentration, below that used for protein precipitation. Addition of the salt to the 
load material causes a decrease in the entropy of the solvent water by preferential sol-
vation of the salt ions (and preferential dehydration of the protein surface). This leads 
to a further unfavorable interaction between solvent water molecules and exposed 
hydrophobic residues on the surface of proteins, which will become more stable in the 
vicinity of the hydrophobic ligands of the resin and therefore binding to it. Preferen-
tial binding of proteins to the resin relative to protein-protein binding occurs because 
of the greater hydrophobicity of the resin ligands compared to that of the protein 
residues. Elution from HIC resins is typically achieved by a gradient of decreasing 
salt concentration. Companies usually turn to the use of HIC resins, deviating from 
the standard mAB platforms, when facing challenges with the removal of product 
variants, commonly product aggregates hard to remove by conventional CIEX. The 
HIC resins most commonly used in bioprocessing applications contain both, butyl or 
phenyl ligands, and the step is usually placed downstream of the conventional ion 
exchange step(s) to ensure a cleaner load material.

Mixed-mode Chromatography 
As the name implies, mixed-mode chromatography results from the use of resins with 
ligands that can interact with proteins simultaneously via multiple types of chemi-
cal interactions, namely via electrostatic interaction, hydrophobic interaction, and 
hydrogen bonding. The combined use of multiple interaction modes leads to an 
increase in selectivity and in the ability to resolve species otherwise difficult to sepa-
rate by conventional means. Commercial mixed mode resins exist in both AIEX and 
CIEX formats, which enable operation at both, high and low pH, and in a wide range 
of ionic strengths, due to the hydrophobic character of the stationary phase. Elution 
is usually achieved by a change in pH (decrease in pH in resins with anion exchange 
character and increase in resins with cation exchange character) to induce repulsion 
of like charges in the resin and in the protein of interest [19].

Hydrophobic Charge Induction Chromatography
Hydrophobic charge induction chromatography was developed to enable salt-inde-
pendent adsorption of proteins on hydrophobic resins without the use of the harsh 
elution conditions (organic solvents) required with reversed phase chromatography. 
Binding of proteins to the stationary phase does not require use of a kosmotropic 
salt, as with hydrophobic interaction chromatography, because of the much higher 
hydrophobicity of the ligands. Elution is achieved by a decrease in pH that induces 
the creation of a like repulsive charge in an ionizable ligand. This elution mechanism 
resembles that of Protein A chromatography, but the technique is not specific for anti-
bodies. This chromatography mode has been shown to have greater selectivity than 
HIC in regards to separation of host cell proteins [20].
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Ceramic Hydroxyapatite Chromatography
Ceramic hydroxyapatite (CHP) is an inorganic media containing positively charged 
calcium (C sites) and negatively charged phosphate groups (P sites). The binding 
mechanism is complex and cannot be explained simply in terms of ion exchange 
interactions. Evidence of this, is that the chloride ion is unable to effectively elute 
acidic proteins off of C sites, nevertheless sodium ions are effective in the elution of 
basic proteins from P sites. Therefore, sodium chloride is a very effective component 
for the preferential elution of acidic proteins from CHP resins. Elution of basic pro-
teins from C sites is achieved by use of phosphate ions. CHP using a sodium phos-
phate buffer has been effectively used as a polishing step for the removal of aggre-
gates and leached Protein A in a mAb purification process [21]. CHP resins are made 
of an inorganic matrix, which is very unstable and dissolves under low pH conditions, 
and in the presence of metal chelators such as citrate and EDTA. Ensuring a long resin 
lifetime is usually a big challenge and companies avoid its use unless there are no 
other means of achieving a required separation. Even though CHP is excellent from 
the perspective of biocompatibility, to the author’s knowledge it is only employed in a 
single manufacturing process for an approved mAb product.

Continuous and Semicontinuous Chromatography
Clinical and commercial manufacture of monoclonal antibodies is commonly oper-
ated in batch mode. Typically, the cell culture process is carried out in a single bio-
reactor, usually for a period of 11 to 14 days, and then it is harvested and purified as 
a single batch. Chromatography columns are commonly sized to the lowest column 
volume that enables sufficient capacity to process the maximum expected product 
mass. In other instances, columns are sized to allow a volumetric throughput that 
enables processing of the maximum expected load volume within the facility run rate 
target. Due to its high cost and relatively low dynamic binding capacities, Protein 
A affinity chromatography columns are usually undersized and operated in multi-
ple cycles per batch. Batch mode, while practical and simple from the perspective 
of automation procedures, is suboptimal in regards to productivity and utilization of 
raw materials, namely resin capacity and buffer volume. Continuous chromatogra-
phy offers an opportunity to significantly increase productivity and to decrease cost 
of goods (COGS). Since true continuous chromatography, with the stationary and 
mobile phases moving in counter-current, is technically hard to implement, a process 
denominated as simulated moving bed (SMB) was developed to simulate that coun-
tercurrent motion by a concerted switch of the inlet and outlet valves in a multicol-
umn set-up. One advantage of SMB over conventional batch chromatography is that a 
partial separation of components is sufficient to attain a high purity with high yields. 
In batch chromatography, product purity must come at a cost to yield in the absence 
of baseline separation between the product and the impurities. Another advantage 
of SMB over batch chromatography is that the capacity and volume of the resin is 
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fully utilized, since the flow-through postbreakthrough phase is diverted for binding 
into another column. A disadvantage of the SMB process, originally developed for the 
separation of small molecules, namely of racemic mixtures, is that it only allows for 
the separation of 2 fractions and that it does not allow for the use of gradient elution. 
For that reason, to the authors’ knowledge there are currently no industrial SMB 
processes implemented for the commercial manufacture of monoclonal antibodies. 
Protein A affinity chromatography is in essence a 2 fraction separation application. 
However, in this case there is baseline resolution between product and impurities and 
the SMB process offers no advantage from the perspective of the purification factor 
versus process yield. The disadvantages of batch chromatography and the practical 
limitations of SMB chromatography led to the development of a multicolumn coun-
tercurrent solvent gradient purification (MCSGP), which combines the advantages of 
batch chromatography and SMB [22]. The MCSGP process is a hybrid between contin-
uous and batch chromatography that enables three-fraction separations, with buffer 
gradients, high efficiency, and low buffer consumption. This process can be operated 
with any conventional mode of stationary phase and was originally developed for the 
separation of peptides by reversed-phase chromatography. Explaining the principle 
of the MCSGP process is beyond the scope of this section and can be found elsewhere 
[22]. The process can be operated in a continuous or semi-continuous mode, using 6 
or 3 column segments, respectively.

MCSGP has been successfully utilized for the purification of monoclonal anti-
bodies in both, capture and polishing applications, and it has been shown that this 
process can manufacture mAbs with up to tenfold lower levels of impurities compared 
to batch processes. [22]. Mahajan et al. have also shown that semicontinuous chroma-
tography is very effective in improving resin utilization [23]. In this study, product 
yield and quality were evaluated and compared with a batch process. The authors 
concluded that the continuous operation showed the potential to reduce both resin 
volume and buffer consumption by approximately 40 %. It was also acknowledged 
that the system hardware and the process control were more complex. In a different 
study [24], Pollock et al. explored the potential of semicontinuous chromatography 
to reduce clinical and commercial manufacturing costs. Their work predicted that 
semicontinuous chromatography using periodic counter-current (PCC) capture tech-
nology, could potentially offer more significant savings in direct costs for early-stage 
clinical manufacturing than for late-stage or commercial manufacturing.

Non-chromatographic Approaches
Membrane Adsorbers
Synthetic microporous membrane adsorbers have been developed to overcome some 
of the limitations with conventional resin chromatography [25, 26]. In membrane 
chromatography, mass transfer is predominantly limited by convection rather than by 
diffusion as in standard column chromatography; therefore, dynamic binding capac-
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ity is essentially independent of the operating flow rate within a wide operational 
range. In addition, the effective bed height of membrane adsorbers on the market 
today is typically in the millimeter range only, resulting in very low pressure drops and 
therefore enabling very high flow rates, but low packing densities in terms of matrix 
volume/device volume. For that reason, membrane chromatography is better suited 
for applications requiring fast processing of large volumes of material. Membrane 
adsorbers are available in some of the conventional ligand chemistries found with 
packed bed chromatography, particularly ion exchange, but also in mixed mode and 
affinity. Membrane adsorbers are available in 3 types: flat sheet, hollow fibers, and 
radial flow. Flat sheet is the most common format and since the volume of the largest 
commercially available membrane chromatography devices is still relatively small, 
compared to the range of volumes commonly used for packed bed chromatography, 
most of the applications are operated in flow-through mode, to capture impurities 
which are present in much smaller concentrations, compared to that of the product 
of interest. Feasibility of membrane chromatography for flow-through applications, 
including purification of monoclonal antibodies, has been widely demonstrated. In 
many instances membrane adsorbers show comparable performance to that of packed 
beds, at comparable or lower operating cost, even when the membranes are operated 
in a single-use mode. Savings come mainly from a simpler operation requiring fewer 
resources since there is no need for column packing, resin cleaning, regeneration 
procedures, HETP, and asymmetry testing, and the buffer volumes are considerably 
smaller. Anion exchange membrane adsorbers were the first to be assessed for puri-
fication of monoclonal antibodies, for their superior ability to remove DNA, viruses 
and host-cell proteins in flow-through mode. Cation exchangers have also been evalu-
ated and implemented, but rather than replacing the conventional packed bed cation 
exchange steps, they have been mostly used as prefilters in parvovirus filtration, to 
protect and extend the capacity of the nanofiltration layer.

Bind-and-elute mode membrane chromatography has been demonstrated in 
commercial scale operation for capturing complex and labile protein drugs from rela-
tively dilute cell culture harvests [27], where the dramatic speed advantage more than 
outweighs the comparatively low total capacity/adsorber capsule. For monoclonal 
antibodies, higher capacities per unit would be required for reasonable bind-and-
elute process designs. Nevertheless, a recent study [28] has shown that ion exchang-
ers, including membrane devices, have the potential to be successfully operated 
under product binding conditions in an “overload” mode. In these applications, the 
dynamic binding capacity is largely exceeded (up to tenfold), but the step yields is 
still high because the absolute amount of product retained in the relatively small 
membrane devise is essentially negligible. What was intriguing with this study was 
that the purification performance of ion exchangers is largely retained under overload 
conditions, presumably because of a much higher affinity of the impurities (usually 
product aggregates and host cell proteins) for the ligand compared to that of the mAb, 
therefore displacing it and ensuring a large capacity for the retention of those impuri-
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ties. Interestingly, this behavior was not exclusive of membrane adsorbers and it was 
also observed with conventional packed beds, showing that there is an opportunity 
to significantly reduce the size of packed columns. Operation of cation exchangers in 
overload mode was demonstrated to be successful in replacing conventional cation 
exchange for the purification of monoclonal antibodies [28].

Precipitation
Chromatography is an extremely powerful purification technique for process-scale 
separations, particularly in regards to its resolution potential. Nevertheless, there are 
many other alternative techniques that have over the years been successfully applied 
in the purification of biologics. The main motivation to evaluate alternatives to chro-
matography include the potential to replace it with simpler and cheaper unit opera-
tions, especially considering the high costs of the Protein A resins used to capture 
mAbs from the cell culture. Additional drivers for studying alternative techniques 
include the identification of new, scalable, and economic methods for the reduction 
of impurity levels upstream of the first chromatography step in a purification scheme. 
Aqueous two-phase extraction, three-phase partitioning, crystallization, high-perfor-
mance tangential flow filtration and precipitation are some of the most important 
alternatives to chromatography that have been studies in regards to a possible imple-
mentation in the purification of monoclonal antibodies. Reviewing these alternative 
techniques is out of scope for this chapter, nevertheless, a recent resurgence in the 
investigation of precipitation methods for the purification of monoclonal antibodies 
by both, academia and the industry, is worth mentioning here. As mentioned previ-
ously, the early days of immunoglobulin purification relied heavily on precipitation 
methods based on the Cohn fraction process using cold ethanol. It is interesting that 
60 years later precipitation is once again getting attention and being considered for 
implementation at process-scale. Glynn et al. [29] provided a short review of process-
scale precipitation of impurities in mammalian cell culture broth. The precipitation 
agents covered in the review were ammonium sulfate, polymers (including PEI and 
PEG), ionic liquids, cationic detergents, ethacridine, and caprylic acid. Purification 
factor results vary with the precipitating agent, and the study reported up to twen-
tyfold reduction in host cell proteins and up to 164,000-fold reduction in DNA, with 
process yields in the 90 to 95 % range. The authors concluded by stating that cou-
pling of precipitation with centrifugation or depth-filtration still requires additional 
development and optimization work to become economically competitive with stand-
ard chromatographic techniques. In a very recent publication by a leading biotech 
company, Giese et al. [30] evaluated the purification of mAbs by precipitating impu-
rities with polyethylene glycol (PEG) with the purpose of developing a two-chroma-
tography column purification process. The authors claimed that PEG was effective in 
the removal of host cell proteins, aggregates, leached Protein A and host cell DNA, 
and that effective and robust precipitation performance was observed with a range of 
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different mAbs. The authors concluded that a 2 column process in combination with 
PEG precipitation resulted in acceptable overall process yields and drug substance 
product quality for both IgG1 and IgG4 mAbs with a broad range of isoelectric points. 
The authors further claimed successful scale-up of the precipitation-based method. 
In another recent study, Oelmeier et al. used [31] centrifugal partitioning chromatog-
raphy as a means of multi-step extraction to remove host cell proteins using aqueous 
two-phase systems. This was conducted in combination with PEG precipitation of the 
monoclonal antibody of interest, followed by resolubilization to increase the mAb 
concentration, remove the phase forming polymer, and further reduce HCP. The 
authors claimed the overall process removed 99.4 % of the initial HCP levels with a 
process yield of 93 %.

6.4.3.2  Evolution of the mAb Purification Platform: the Case for Continuous 
Processing and Disposable Technologies

In the last decade, monoclonal antibody production has been characterized by 
increasing upstream titers, increasing cell densities, higher concentration formula-
tions, shrinking development timelines, and a focus on cost reduction. These chal-
lenges have been met by: the development of resins with higher dynamic capacities 
and improved flow-pressure properties, the development and implementation of 
highly efficient downstream platforms, execution of fast process development by use 
of high-throughput screening, reduction in the number of process steps and overall 
process simplification to improve facility fit.

Many alternative technologies, both chromatography- and nonchromatography-
based, have been evaluated and developed for purification of monoclonal antibod-
ies, and in many cases, proof of principle for alternative process platforms have 
been demonstrated by both, academia and industry. A major focus of alternative 
approaches has been the replacement of Protein A and the development of nonaffin-
ity platforms, with the argument that Protein A is a very expensive raw material. Addi-
tional efforts for improvements in the mAb purification platform have been focused 
on the reduction of the number of purification steps, the replacement of packed beds 
by alternative technologies, such as precipitation and membrane adsorbers, and on 
a preference for flow-through operating modes, more amenable to implementation 
in continuous/semicontinuous platforms. From the combination of these trends one 
would expect the industry mAb purification platform to evolve towards a nonaffinity-
based capture, by selective precipitation of the host cell impurities, or of the mAb 
product, followed by a series of polishing nonaffinity membrane-based flow-through 
steps, viral filtration, and a final ultrafiltration and diafiltration step. While this con-
ceptual future platform is a possibility within technical reach, mature biopharmaceu-
tical companies, with a large installed network of stainless steel-based manufacturing 
facilities, are very unlikely to stray away from using the conventional affinity-based 
mAb platform within the next decade.
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From the point of view of large biopharmaceutical companies, the reliability 
offered by the current affinity based platform, which includes the assurance of fast 
and predictable process development timeline, a low risk regulatory strategy, and 
robust manufacturing, will be hard to match by any new alternative platform. In  
2 different publications [1, 5] Kelley discussed this point to a great level of detail and 
offered convincing arguments in its favor. The very common statement that Protein A 
is a very expensive raw material, which is the main motivation for the investigation 
of nonaffinity based capture technologies, while true from the strict perspective of 
the price per volume of resin, is perhaps overstated in the literature and not correctly 
framed in the context of the total cost of production. Assuming an approximate price 
of 10,000 U. S. dollars per L of Protein A resin, and that due to compression factor and 
manipulation losses one may require an additional 20 % of resin, the cost of packed 
Protein A is currently around 12,000 U. S. dollars per L. Assuming an average typical 
load density of 35 g L–1, a 200-cycle lifetime and an overall process yield of 85 % for 
all purification steps downstream of Protein A, one arrives at an approximate cost of 
2 U. S. dollars g–1 (U. S. dollars of Protein A resin per gram of commercial bulk drug 
substance manufactured). Assuming an overall downstream raw material cost of  
8 U. S. dollars g–1 [5], the cost of Protein A amounts to ca. 25 % of the total downstream 
raw material costs, which in fact constitutes a significant fraction. Nevertheless, if 
one considers the tremendous selectivity and purification factor offered of Protein A, 
the cost of the unit operation seems to be more justifiable. Kelley further argued that 
Protein A costs are a very small fraction of the overall COGS. Assuming a typical COGS 
range of 200 to 400 U. S. dollars g–1 [5], Protein A would represent only up to 1.0 % of 
the overall drug substance manufacturing costs. The relative significance of the cost 
of Protein A may be better put into perspective if one considers that the total cost of 
Protein A (2 U. S. dollars g–1) could be offset and paid off by a mere increase of 1 % in 
either the average cell culture titer or in the overall process yield. In an hypothetical 
scenario assuming a typical cell culture titer and overall process yield of 2.0 g L–1, and 
80 %, respectively, the total cost of Protein A could be offset by an increase of only 
0.02 g L–1 in the average titer or by an increase of only 0.8 % in the overall process 
yield. From this perspective, one must carefully reconsider whether the investment 
and the effort required to develop and implement a new purification technology, 
aimed at replacing Protein A, is really worth it from a cost perspective. These consid-
erations suggest that, from the perspective of improving the cost of goods, new tech-
nology development efforts should instead focus on improving the most impactful 
cost factors mentioned above: cell culture productivity and the overall process yield.

The previous discussion assumes a commercial production scenario. For clinical 
production, the relative cost of Protein A is substantially higher, because the resin is 
only used for a limited number of cycles and then discarded well before reaching the 
resin lifetime. If one assumes an average of 5 Protein A cycles per batch and a clinical 
campaign with 4 batches, the Protein A resin is only cycled 20 times, approximately 
10 % of its lifetime of 200 cycles. In this scenario, using the same cost assumptions  
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of the previous example, the cost of Protein A would increase to approximately  
20 U. S. dollars g–1, a ten-fold increase relative to its commercial operating cost.  
Nevertheless, the cost of many other raw materials, namely of the other reusable 
resins and filters, also increases, even more so proportionally, since they are usually 
only operated for one cycle per batch, therefore being discarded at a much relatively 
earlier point of their lifetime. Taking the example of a modern cation exchanger 
resin or mixed-mode resin, assuming a shipped price of ca. 2,500 U. S. dollars L –1, 
a 20 % resin overage (due to compression and handling) leading to approximately  
3,000 U. S. dollars L–1 of packed bed, an average load density of 50 g L–1, an overall 
process yield of 88 % downstream of that step, and a resin lifetime of 100 cycles, 
would result in an overall cost of 0.68 U. S. dollars per gram of purified drug bulk 
substance for commercial applications (compared to approximately 2 U. S. dollars per 
gram Protein A). However, for clinical applications, this resin would only be utilized 
for 4 cycles (1 cycle per batch) before being discarded, leading to an overall cost of 
17 U. S. dollars g–1, which would correspond to a 25-fold increase in cost, relative to 
the commercial operation, and more importantly, would bring its operating cost very 
close to that of Protein A (20 U. S. dollars g–1). This second example, based on a clini-
cal production scenario, further challenges the validity of the argument for replacing 
Protein A with cheaper alternative technologies.

The discussion above suggests, that from the perspective of drug substance 
manufacturers, the new bioprocess technology development efforts, namely on new 
raw materials for improvement of the mAb manufacturing platform, should focus 
on increasing the denominator side of the COGS fraction (the “grams”), rather than 
on decreasing the numerator (the money). It can in fact be argued, that the greatest 
future platform improvements will come from the implementation of technologies 
that enable maximum process intensification (increase in titer, yield, productivity, 
run rates), leading to the dilution of the large fixed operating cost by a larger quantity 
of drug substance manufactured per unit of time, coming from either larger batches 
or from a higher number of runs per year. In this context, improvements in cell culture 
productivity are obviously one of the most important cost determining factors, and 
should therefore always be a focus of improvements. For downstream, the focus 
should be on improving yield and product mass throughput. Yield may improve 
by either by the development of new technologies enabling improved resolution of 
impurities at higher yields or by optimizing manufacturing procedures to improve 
yields with current technology. Improvements in throughput are more likely to come 
from the development and implementation of continuous or semicontinuous process-
ing technologies. It is well known that continuous processing enables savings in raw 
materials, namely on Protein A affinity chromatography, by the use of much smaller 
columns and significantly higher resin utilization. However, given that savings in raw 
materials have a very modest impact to the overall COGS, as previously discussed, 
the most important contribution of continuous processing comes from significantly 
higher productivities. When the overall plant productivity bottleneck is downstream, 
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this leads to a real increase in the facility drug substance mass output, largely offset-
ting the relatively small increase in the overall fixed cost (from the capital investment 
on continuous processing equipment), and therefore improving COGS.

For new manufacturing facilities, or for utilization of available space within exist-
ing manufacturing facilities, the focus for platform improvement should be on tech-
nologies that enable a lower fixed capital cost. In this context, single-use disposable 
technologies are the most efficient solution to achieve the result.

Another trend and driver for platform evolution has been to reduce the develop-
ment timeline and the number of process steps. Reducing the development time is 
of the most critical importance; especially for early-stage applications where process 
development is typically on the critical path. To this regard, developments in high-
throughput processing systems (HTPS) have been instrumental in enabling shorter 
process development timelines and correspondingly a shorter time to the clinic. 
This has in fact been the greatest driver for the development and implementation 
of platform processes. In some instances, especially for well-behaved mAbs, early-
stage process development is almost completely eliminated by direct implementation 
of process platforms without any optimization. In this context, the early-stage mAb 
development efforts have been so streamlined that it is difficult to conceive further 
contraction of the timelines.

The other common driver of reducing the number of process steps makes eco-
nomic sense for commercial processes only if it translates into a reduction in required 
manufacturing floor plan and that extra available space can be used for other pro-
ductive activity. Advantages related to savings in raw materials, from elimination of a 
process step, are not as significant for commercial processes as previously described. 
Another common argument is that fewer process steps take less effort and time to 
develop. This is a fallacy, because in reality it takes more work and more time to 
develop a process that meets the same critical product quality attributes and impu-
rity levels with one less step. From this perspective, reducing the number of process 
steps makes more sense for late-stage applications (phase III process development) 
when process development activities are not on the critical path to the clinic and 
there is ample time to develop and optimize the downstream process. Furthermore, 
savings in manufacturing floor plan and improvements in facility fit have the greatest 
impact in large-scale commercial operations. For early-stage applications, reducing 
the number of steps should not be a priority driver for new platform improvements. 
In fact, one could argue that a possible platform evolution may even consider increas-
ing the number of steps, if that would significantly increase the robustness of impu-
rity removal, increase the assurance of final product quality, and decrease process 
development time by decreasing the extra-effort required to achieve the same product 
quality and impurity levels with fewer steps.

In conclusion, one can argue that the tremendous efforts and investment by 
industry and academia on the research and development of new purification unit 
operations aimed at replacing Protein A and eliminating process steps, are likely mis-
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placed. The reason is that variable costs are a very small fraction of the overall pro-
duction costs, and decreasing the number of process steps comes at a cost of increas-
ing development timelines and regulatory/quality risks.

Nevertheless, the development of new purification technologies can be attrac-
tive in particular with regards to expanding the global purification toolbox for the 
purification of non-mAb complex proteins, which are increasingly fed into the global 
biologics pipelines. For mAbs, a much more rational argument can be made to focus 
innovation efforts and resources on the development and implementation of new 
technologies and processes that lead to improvements in the most impactful com-
ponents of COGS, namely on fixed cost, batch size, and productivity. To this point, 
continuous processing and intensification of disposable operations seem to be the 
right direction for the near future of mAb purification platforms.
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7 Monitoring and Control of Processes and Products

7.1  Concepts and Technologies for Advanced Process Monitoring 
and Control

John Paul Smelko, Thomas Ryll, and Dethardt Müller

7.1.1 Introduction

Dating back from the 1980s to present, mammalian cell culture processes continue 
to evolve in order to maximize protein production, improve product quality, and 
accelerate development and commercialization. A wide range of techniques have 
been used from simple batch to fed-batch to the more complex perfusion culture as a 
way to optimize the process [1]. Fed-batch is most prevalent in cell culture processes 
today due to the operational ease, flexibility, and robustness it provides. As a direct 
result of ongoing optimizations over the last 30 years, cell culture process yields have 
increased 1,000-fold from 10 mg/L to 10 g/L today [2, 3]. The rise in protein titers 
was made possible by boosting cell mass while maintaining cell viability and produc-
tivity via finely tuned fed-batch processing [3, 4]. A new frontier to further improve 
cell culture process robustness and consistency is advanced process control. In this 
chapter, we review approaches to monitoring and controlling cell culture variables 
during culture production processes. Over the last 15 years, more sophisticated moni-
toring and control approaches have found their way into cell culture process optimi-
zation and control making use of automated sampling with metabolite analytics, new 
sensor technology, and multivariate data analysis [5-8]. Therefore, to improve process 
robustness and ease of control, integrating the use of advanced in situ sensors would 
eliminate the need for culture sampling and would allow modeling and monitoring 
parameters that go beyond pH and DO and include cell mass, culture metabolites, 
product concentration, and product quality.

In the following sections we will review aspects of automated sampling and 
in-line metabolite analysis, dielectric spectroscopy, fluorescence spectroscopy, near 
infrared spectroscopy, and Raman spectroscopy in context of monitoring and control 
of cell culture production processes. In particular, the availability and use of multi-
variate data analysis systems has enabled the acquisition and use of complex data 
streams, which in combination with spectroscopic sensors has enabled the building 
of process models that can depict a variety of process parameters including metabo-
lites and cell mass.

Either direct measurements or modeling using internal or external sensors can be 
used to further automate and optimize today’s culture production processes. As one 
outcome, we expect that in the near future culture sampling can be reduced signifi-
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cantly while maintaining improved culture control. Benefits will include: reduction of 
labor, improved awareness and oversight by operational staff, faster more informed 
investigations, reduced performance variability, improved consistency of product 
quality, and ultimately automation of process control aspects such as feeding, param-
eter changes, transfers, harvesting, and the like. In the end, we expect significant 
improvements to robustness and consistency of process performance and product 
quality through development and implementation of these advanced monitoring and 
control strategies.

7.1.1.1 PAT, QBD and Process Monitoring and Control Technologies
In 2004, the FDA created the process analytical technology (PAT) initiative in an effort 
to guide improvements towards control of specific critical quality attributes in which 
certain critical process parameters are monitored or even controlled real-time [9]. In 
doing so, quality will be scrutinized throughout the process resulting in a height-
ened level of understanding and process control, earlier detection of problems, and 
an environment for continuous process improvements. The PAT initiative has led to 
advancements in probe technologies, real time data collection, analysis software, and 
advances in process control.

Quality by design (QbD) encompasses a wider concept of building quality into the 
product through understanding of critical quality attributes and process parameters 
rather than by testing at the end of the process (ICH Q8 [10]). Today’s expectation is 
that products are designed with quality aspects in mind and that manufacturing pro-
cesses are well understood to enable control of critical quality attributes.

Figure 7.1.1: Depiction of QbD, PAT, and process monitoring and control 
spaces.
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Concepts and applications of QbD, PAT and process monitoring and control are often 
mentioned and used in similar context. Process monitoring and control is fundamen-
tal to PAT and QBD (see Figure 7.1.1 for a depiction of associated relationships). We 
want to clarify here, that this chapter is focusing on technologies and approaches 
being developed for the next generation of process monitoring and control. In this 
respect, such technologies will offer opportunities for improved on-line data acquisi-
tion and process guidance and thus can and will be used as PAT tools. However, we 
are not focusing on PAT and its specific opportunities and challenges such as para-
metric release. When appropriate, we will mention applicability of monitoring and 
control technologies discussed towards PAT like process control [11]. Process control 
and PAT, if applicable, are fundamental concepts within QBD. Aspects of QBD and 
associated process characterization are detailed in Chapter 7.3.

7.1.2 Process Monitoring and Control

7.1.2.1 History
Process parameters are monitored and controlled during processing to guide the 
process and maintain control within acceptable parameter levels. For cell culture 
processes, monitoring is historically done either by use of internal sensors for tem-
perature (T), pH and dissolved oxygen (DO), or through sampling and off-line analy-
sis on a daily basis. Typical off-line acquired parameters include metabolites such as 
glucose, lactate, ammonia and amino acids, product concentration and cell counts, 
as well as culture viability. Temperature, pH, and DO are typically controlled using 
simple feed-back control loops that include the sensor, a controller, and control ele-
ments such as valves, pumps, heating or cooling elements (Figure 7.1.2). Such feed-
back control is achieved using set points and controller limits (often called “dead 
bands”). For example, if the controlled parameter is within the control limits, no 
action is taken. Conversely, if a control limit is reached, action is taken by activating a 
response element resulting in changes to gas sparge mixtures, pumping acid or base, 
and the like. In most cases, proportional-integral-derivative controller logic is used 
(PID control) [12].

Figure 7.1.2: Simple feedback control loop 
used for controlling elements such as  
temperature, DO, and pH.
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The use of additional sensors, such as for dielectric spectroscopy or other laser-based 
spectroscopic techniques, demands further processing of the signal before action 
can be taken. As a result, such technologies are primarily used for monitoring of pro-
duction processes. The additional information such sensors can deliver can greatly 
improve troubleshooting and can help with optimization. Use of multivariate data 
processing enables the building of process models and the resulting algorithms can 
ultimately be used for feedback control. This requires implementation of so called 
“middleware” that enables processing of complex data streams (spectra) and transla-
tion into signals that can be fed back into process control systems. This integration 
may not be trivial since when applied to GMP processes will require CFR Part 11 com-
pliance. A simple depiction of such control loops is shown in Figure 7.1.3.

7.1.2.2 Data Analysis and Model Building
Data Analysis
Historically, a large number of process parameters are monitored and analyzed indi-
vidually (univariate). It’s not uncommon to have critical process decisions based off 
univariate data. For example, cell growth is monitored and process decisions may be 
made based on cell mass limits or just based on predetermined time limits.

The data generated from a spectroscopic sensor such as NIR or Raman during 
a mammalian cell culture run can be immense. Organizing, interpreting, and cor-
relating these data can at first seem overwhelming. A cell culture broth contains 
complex mixtures of nutrients, metabolites, culture additives such as polyols and 

Figure 7.1.3: Advanced feedback control loop using a spectroscopic sensor and complex data 
streams.
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antifoam, waste products, host cell proteins, and the recombinant product in the 
presence of live and dead cells. This complexity can be simplified by the use of 
chemometrics. Chemometrics is the data driven extraction of relationships within 
complex chemical systems. Chemometrics can further be described as techniques 
that can be used to correlate spectral changes with specific constituent concentra-
tions through the use of multivariate calibrations. Multivariate analysis can be used 
to correlate multiple peaks within the spectra to one or multiple constituents at 
once [13-15].

Principal component analysis (PCA), invented in 1901 by Pearson, is one of the 
more commonly used chemometric techniques. PCA consists of multiple principal 
components in which the first component captures the maximum variance in the 
data and each succeeding component has the highest variance possible under the 
constraint that it is orthogonal to the preceding component. Analysis of each com-
ponent via scores or loading plots leads to an improved understanding of the origin 
of performance variation. This technique is used widely in the industry in multiple 
areas, one of which is evaluating batch-to-batch performance or raw material screen-
ing of multiple lots. However, a different chemometric technique is better equipped 
to handle in situ monitoring and prediction of a mammalian cell culture bioreactor 
processes [16, 17].

Partial least squares (PLS) was introduced by Hermon Wold a Swedish statisti-
cian, and then developed with his son, Svante Wold. PLS finds the linear regression 
model by projecting the predicted variables versus the observed variables to a new 
area. PLS regression is most widely used in the field of chemometrics for analysis of 
complex spectral signatures with a variety of mediums. PLS analysis can be used to 
predict process outputs and these predictions can then be used to control the process 
using a feedback algorithm based off a key constituent model derived from a spectro-
scopic sensor inserted into the bioreactor. Soft independent modeling of class analogy 
(SIMCA), developed by Wold and Sjostrom in 1977, uses PCA and PLS techniques in 
combination with today’s advanced multivariate statistical software, which creates a 
powerful tool that is currently being used in the industry [18].

These statistical techniques, along with many others, help simplify the data anal-
ysis process by evaluating the information in a multivariate format, which allows for 
improved correlations and the development of accurate models describing complex 
environments and interactions within a cell culture process.

Model Building
The process of building multivariate models for mammalian cell culture constituents 
using spectroscopy requires multiple steps along with an iterative approach. Build-
ing a model can vary in many ways depending on the data set, the constituent being 
modeled, and the application. However, a general approach for modeling cell culture 
process constituents in situ can be described as follows.
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1. During cell culture run:
_ Collect spectra using analyzer software.
_ Collect cell culture (reference) samples and analyze off-line for growth, meta-

bolite, and product quality.
– Multiple samples per day are desired to build stronger models within a 

shorter time frame.
– Take samples before and after feed additions (minimum). Auto sampling 

systems can be used to take upwards of 8 to 12 samples a day.
2. After run is completed:

– Match spectra collected during run to offline reference samples based on 
timestamp of sample (using Excel, for example).

3. Model generation:
– Input data into statistical software (MatLab or SIMCA-P+).
– Apply preprocessing techniques (2 examples below, others can be applied):

– 1st derivative Savitsky-Golay smoothing,
– Standard normal variate (SNV).

– Apply specific region selection, if applicable.
– Remove outliers.
– Perform statistical evaluation using software.
– Create calibration model(s) per constituent.

4. Model validation:
– Apply calibration model(s) to independent run.
– Evaluate model accuracy using root mean square errors of estimation 

(RMSEE) and root mean square errors of prediction (RMSEP).
5. Repeat steps 3 and 4 for each constituent.

Once the modeling process is complete, application of the model can then take 
place. It is during this process that model refinement may occur over a period of 
months or years. Model modification may be required if the process boundaries 
shift or the current model limits are routinely exceeded. When limits of the current 
model are exceeded, the statistical probability that the model will be accurate dimi-
nishes greatly. Depending on how many runs are used in the calibration model and 
the variability within those runs, model modifications may also be required if there 
are unforeseen interactions that were not captured within the original calibration 
data set. Finally, incorporation of new scientific and chemometric understanding 
beyond that of the existing model may be desired to improve the model further. A 
model in general is never set in stone unless it is built upon a very stable process or 
a large data set that spans a wide range of variability. Therefore, continued model 
maintenance is always preferred to ensure proper batch-to-batch accuracy, repea-
tability and reliability.

Offline analytical equipment accuracy is essential for robust models, since the 
model is built by comparing online spectra to offline analytical results obtained from 
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sampling the bioreactor, i.e., the model can only be as good as the data it is built with. 
This key principal is paramount and must be considered strongly. In the biotechnol-
ogy industry, different offline analytical equipment is typically available for deter-
mining key constituent concentrations within a bioreactor. Oftentimes, the equip-
ment that provides the highest accuracy is expensive to run and is in high demand, 
causing competition for this resource with other parts of the business. Reliability of 
the equipment can vary if not closely monitored and well maintained. Therefore, one 
must consider a number of variables, including time to analysis, cost per sample, 
accuracy, precision, linearity, specificity, range, equipment availability, throughput, 
ease of use, and maintenance (down time) when selecting the right off-line analytical 
instrument. Once the instrument is chosen, the final step is to incorporate the analyti-
cal equipment error into the model, which will help define the models accuracy. For 
example, if the analytical equipment can measure glucose within +/- 0.2 g/L then the 
resulting model can only be as accurate. Offline instrument repeatability, reliability, 
accuracy and precision are often times overlooked when initially exploring the use of 
spectroscopy for cell culture monitoring. However, this is one of the key pillars (refer-
ence data) that must be reliable if modeling is truly intended to be part of a validated, 
GMP, FDA regulated system.

7.1.2.3 Culture Feeding Control
Nutrient feeding in fed-batch processes typically consist of bolus additions of concen-
trated feeds, either daily or continuous, or at some predefined feeding schedule. A 
predefined feeding schedule is unable to consider process immanent variability origi-
nating from aspects such as raw material lot-to-lot variation, scale-up effects, vari-
able seeding density, or cell age. Oftentimes some of these factors are not observed 
during development due to limited number of runs and short timelines but rather 
during a manufacturing campaign of an approved or late stage drug. Within the last 
several years, ongoing research has led to a new form of feeding that may bridge the 
gap and provide the next evolution of feeding strategies for the future. This type of 
feeding is called dynamic feeding. Dynamic feeding is based on real time nutrient 
demands of the process. Rather than feeding bolus shots where the nutrient load will 
spike and come down over the course of a day or days, the exact amount of nutrient 
is fed to maintain proper cell health, proliferation, and in some cases improvement in 
product quality attributes. In order to accomplish dynamic feeding, key metabolites 
and cell mass values need to be ascertained from the bioreactor at hourly intervals (4 
to 6 h) rather than daily as the industry standard. To make this possible certain tech-
nologies had to evolve. Automated sampling is one such technology that has made 
advancements over the past decade with the improvement of microcomputers, soft-
ware algorithms, miniaturization of hardware, and sterile sampling techniques. By 
using such a technology, metabolites can be monitored near real time allowing for 
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future evolution of fed-batch processes in the form of dynamic feeding and feedback-
based process control [5, 6].

Dynamic Feeding 
Using a variety of feeding algorithms, dynamic feeding can be used to tailor the nutri-
ent delivery in quantities specific to the cell’s needs for optimal growth, productivity, 
and product quality [19, 20]. Dynamic feeding was publicized as the earliest 2000 
by Sauer et al. [21] and later by Gong et al. (2006) [22] and Kuwae et al. (2005) [23]. 
Their efforts were mainly focused on achieving low levels of glucose and glutamine 
in an effort to reduce byproduct accumulation during the run, specifically for lactate 
and ammonia. This was accomplished by investigating cellular growth and nutrient 
uptake by manually sampling the reactor more frequently during a run, performing 
a calculation, and then feeding. This process was entirely manual and would not be 
considered a manufacturing friendly approach given the operational complexity and 
number of manual steps required.

Automated feeding was studied by Zhou (1994) [24] and Zhou et al. (1995) [25], 
using a different approach correlating oxygen uptake rate (OUR) with glucose con-
sumption using the assumed stoichiometric ratio between glucose and oxygen. The 
feeding strategy was used to maintain glucose at a low level. One of the intended ben-
efits of this approach was a reduction in manual sampling, due to the development 
of the OUR measurement. Nevertheless, periodic manual sampling was still required 
for glucose in order to update the glucose to oxygen ratio as it changed throughout 
the run.

Future efforts towards automation were described by Chee Furng Wong et al. 
(2005) [26] and Lee et al. (2003) [27] where the advancement of an automated aseptic 
sampling loop was used to monitor and then feed the reactor to maintain low glu-
tamine levels. In 2010, dynamic feeding was used by Huang et al. [3] in the form of 
integral viable cell concentration to optimize feeding based on cell mass, resulting in 
titers exceeding 10 g/L. Automated sampling was successfully demonstrated by Bayer 
Technologies’ BaychroMAT® system during a long-term perfusion bioreactor run with 
mammalian cell culture to monitor cell density, viability, glucose, and lactate concen-
trations [28]. Recently, Lu et al. (2013) [6] published findings of an advanced dynamic 
feeding method incorporating an automated sampler integrated with an on-line 
metabolite and cell density analyzer, as well as a dielectric spectroscopy probe to 
predict viable cell density (VCD). Two distinct dynamic feeding methods were used, 
a predictive method and a feedback-based algorithm. A chemically defined feed 
medium was optimized based on an iterative approach. During this process, ratios of 
feed components were based off a key metabolite indicator, asparagine. Since aspara-
gine could not be measured via the on-line metabolite instrument, another indica-
tor, glucose, was used because the ratio between asparagine and glucose consump-
tion rates remained constant. Key findings from the study demonstrated a twofold 
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increase in product titer with a similar product quality profile using the dynamic feed 
method based off glucose. This was accomplished with little manual intervention 
letting the automated software and hardware perform the sampling, analysis, and 
feedback control.

Dynamic feeding with feedback control allows for automatic adjustment of the 
feed rate according to culture performance. This approach allows the culture to 
always receive the right amount of nutrients at the correct time and avoids typical 
fed-batch over and under feeding due to standard predetermined feeding practices. 
Therefore, it can be suggested that dynamic feeding can positively impact culture 
performance and correct some of the raw material, process and product variability 
seen during extended manufacturing campaigns. If used correctly, literature has also 
shown that not only can a more consistent process be achieved but also a process that 
outperforms typical fed-batch processes in productivity and product quality [3-6, 26].

7.1.3 Culture Monitoring Technologies

7.1.3.1 Automated Sampling and On-line Metabolite Monitoring
Hardware
Dynamic feeding strategies can be difficult to implement if performed manually, 
just recently an automated approach has been demonstrated at lab scale. But can or 
should this approach be used at manufacturing scale [6]? Before this question can be 
answered, careful consideration of how automated sampling systems work includ-
ing the associated on-line metabolite instruments they are integrated with must be 
reviewed.

Figure 7.1.4: Automated sampling and on-line metabolite process flow 
diagram.



 

532   7 Monitoring and Control of Processes and Products

Feedback-based control via automated sampling and on-line metabolite analysis can 
be separated into 5 critical parts: aseptic sampling device, sample transport system, 
analytical device(s), feedback control computer algorithm, and bioreactor software 
and hardware to execute the feed(s) (Figure 7.1.4).

Aseptic Sampling Device
The aseptic sampling device has been the most challenging from a design and 
robustness standpoint, but within the past 5 years multiple vendors have developed 
robust designs. These valves normally are sterilized in one of 2 ways; either by direct 
steam injection followed by sterilized air to cool the valve chamber or via alcohol 
based solution followed by a saline flush. Some sample valves can pull upwards of 
6 to 12 samples a day depending on how many devices are connected into one ana-
lyzer unit. Typical sample volumes can range from 5 to 50 ml depending on instru-
ment design. The valve is the single most important part to an automated sampling 
system. If bioreactor sterility cannot be consistently maintained in a robust manner 
when used in an automated process, the technology has no use in manufacturing or 
development labs.

Sample Transport System
The transport system’s main function is to move the culture from the aseptic sampling 
device, in a controlled manner, to the on-line metabolite instruments connected to 
the system. These on-line metabolite systems can either be integrated with the sample 
transport system or can be separate devices. There are multiple ways to transport a 
sample and each system accomplishes this in its own unique way. Some examples 
of sample transport are: air to push, syringe to pull, or combination acting at the 
same time. When desiring gas composition or pH measurements, careful considera-
tion must be made to properly avoid degassing of the sample during transport. The 
sample transport system not only acts to transport the culture but also is responsible 
for cleaning and sterilizing the transport line and assemblies pre- and postsample 
thus it is a key and integral part of the overall automated sampling system.

Analytical Devices
Depending on the application and constituent of interest, there are many different 
analytical devices to consider. Some devices are very specialized measuring only one 
constituent but at very high accuracy, others measure multiple constituents span-
ning various ranges and levels of accuracy. Choice of the proper analytical equipment 
for use should depend on the following: accuracy, precision, reliability, and main-
tenance; all with respect to the process constituent or lever that is to be controlled. 
An ideal choice satisfies all criterions, but this is not always possible. Alternatively, 
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multiple instruments may be required. For example, high-performance liquid chro-
matography (HPLC) can be used for titer measurement, and a metabolite analyzer for 
glucose and lactate concentrations. These analytical instruments and the data gener-
ated from them must be robust and fit within the GMP and FDA regulated guidelines 
for PAT and process control [9]. Also, the values outputted often determine the batch 
performance so its paramount these values are accurately reproduced and the instru-
ments perform consistently and reliably. Therefore, the analytical device(s) are one of 
the most scrutinized parts of the automated sampling and on-line metabolite moni-
toring system.

Feedback Control Computer Algorithm
The algorithm used during feedback control can vary widely depending on the appli-
cation. Some published applications involve tightly controlling key nutrients that lead 
to either higher productivity or potentially more controlled product quality attributes 
[3-6, 26]. In general, nutrient concentrations are analyzed, key nutrient consump-
tion rates are calculated, and a feed volume or rate is determined. Lu et al. (2013) [6] 
provide a detailed example using such equations.

Bioreactor Software and Hardware
Bioreactor software can consist of a multitude of different platforms. Two of the most 
popular platforms used in the biotech industry are DeltaV and programmable logic 
controller (PLC). These programs can take a series of commands or inputs from an 
outside source (analytical instrument for example). Normally, the feedback control 
computer algorithm is coded in the bioreactor software. Therefore, the output from 
the analytical device is sent to the bioreactor software and taken as an input and fed 
into the feedback control algorithm and an output is generated. This output can be 
of many different forms depending on the application. Classically, a pump or control 
valve will be actuated to allow a certain nutrient of choice to enter the bioreactor at 
a predetermined rate, quantity, and time interval as set by the algorithm. When all 
software and hardware is working in harmony the system is self-managed and only 
requires minimal human intervention to execute the specified task.

Case Study
The following case study is based on early feedback control methodology studied by 
Tsang et al. at Biogen Idec (US 8,318,416 B2) [5]. Evaluated was the use of an auto-
mated sampling and feedback control system to monitor surrogate nutrients and 
optimize productivity of a CHO cell culture process. Some but not all findings are dis-
cussed below.
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Media and feed optimization studies suggested glutamate or glucose could be 
used as a surrogate marker for automatic addition of complex feed without chang-
ing media formulations. Glutamate was found to be consumed in stoichiometric ratio 
as other amino acids and glucose was used as an indicator of cell growth and hence 
nutrient trends. The hypothesis was, by utilizing the automated monitoring and feed-
back control capabilities of the current technology, glutamate and glucose could be 
tightly controlled at specific concentrations for the duration of the run. Percentage of 
complex feed fed was based off this hypothesis in which different combinations of 
glutamate and glucose concentration set points were studied. Cell culture processes 
evaluated in this study used varying types of feed material for complex feed. Some 
processes used hydrolysate and others used chemically defined feeds.

The following equipment was used for automated sampling, monitoring, and 
feedback control: NOVA Bio-Profile 400 Analyzer equipped with NOVA online autosa-
mpler system (NOAS), Applikon 5L glass vessels, and separate pumps for feeding. 
The NOVA (NOAS) was scheduled to sample every 3 h. This frequency was chosen (via 
calculation of sample volume) to ensure sufficient nutrient level control and to reduce 
volume loss from sampling. The NOVA BDM computer offers simple feedback control, 
and was programmed to maintain a chosen nutrient at desired level by addition of 
feed when needed. Each nutrient feed addition was calculated to boost the chosen 
nutrient component by 0.5 unit (0.5 mM glutamate or 0.5 g/L glucose). The software 
was also programmed to resample 30 min after feed. If the nutrient level was still 
below the threshold, the software will signal the pump for an additional dose.

Study results showed total feed percentage when maintaining the specified glu-
tamate concentration throughout the run resulted in three times more nutrient feed 
being consumed (Figures 7.1.5 and 7.1.6). In addition, titer increased by 35 % within 
the normal culture duration and up to 60 % during extended culture duration (Figure 
7.1.7). Extra feed volume, required to support growth and productivity, indicates 
certain key metabolites were being depleted. By using automated feedback control of 
glutamate, the culture did not experience the normal fluctuations or temporary deple-
tion in nutrient levels as would be typical with some fed-batch processes. Maintaining 
glutamate at a predefined level can be accomplished at manufacturing scale by either 
a daily calculation based off offline glutamate reading (manual process), using auto-
mated monitoring and feedback control (automated process), or by using develop-
ment data generated with automated feedback control to improve fed-batch process 
(hybrid approach). The hybrid approach was shown to deliver the same amount of 
antibody titer gains as the automated feedback approach (Figures 7.1.8 and 7.1.9).

Future advances in feed components and media development have resulted in 
reduction in feed volumes and an increase in protein titers since initial work in 2007 
by Tsang et al. (unpublished).
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Figure 7.1.5: Normalized glucose feed versus time. Total glucose feed 
addition is five times higher when glutamate is controlled at constant level 
throughout process.

Figure 7.1.6: Total feed comparison versus time for control strategies tested.
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Figure 7.1.7: Antibody concentration normalized versus time.

Figure 7.1.8: Comparison of total feed normalized versus time for historical, 
automated, and translated manual feed processes.
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Additional Uses
Simple utilization of just the automated sampling system can result in a reduction 
or elimination in manual sampling by the scientist or operators during a cell culture 
run. The benefits of this approach are that it offers a reduction in manpower and 
can provide more data with fewer operators than the traditional once a day manual 
sampling protocols. This method also provides the opportunity to increase sampling 
frequency and analysis during a product run. If used properly, an automated sam-
pling system can generate upwards of 6 to 12 times the amount of data per day, which 
can lead to further understanding of process parameter impact on performance and 
product quality and can aid process optimization and robustness. The additional data 
can also be coupled with other technologies such as spectroscopic analysis via Raman 
or near-infrared (NIR) to generate more robust models in a shortened amount of time 
which could potentially lead to cost savings in time and labor during the model devel-
opment phase [14].

Future of Automated Sampling and On-Line Metabolite Monitoring
Looking into the future, automated sampling definitely has its place in bioprocesses. 
Given the benefits of gathering data (cell mass, metabolites, titer) at shortened time 
intervals certainly provides benefits in the form of process understanding and control 
and with added paybacks of reduced time and labor. Now, whether automated sam-
pling and on-line metabolic monitoring will become mainstream in manufacturing is 

Figure 7.1.9: Comparison of antibody concentration normalized versus time 
for historical, automated, and translated manual feed processes.
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yet to be determined. There are multiple drivers to use this technology in a develop-
ment setting to fine tune processes and gain scientific understanding through opti-
mized feeding routines such as dynamic feeding. However, translating the equipment 
and process flow into a manufacturing and regulated environment may prove more 
challenging. The simple fact that having multiple moving parts (aseptic sampling 
device, sample transport system, analytical instruments) to complete the task rather 
than one (i.e., spectroscopic probe in reactor) increases the risk for failure and thus 
the largest hurdle for the technology to overcome.

7.1.3.2 Dielectric Spectroscopy (Radio-Frequency Impedance Spectroscopy)
Background
Since the introduction of the ‘biomass monitor’ by Davey and his colleagues in 1993 
[29], dielectric spectroscopy, also called radio-frequency impedance (RFI) spectros-
copy, found broad acceptance as a PAT tool for monitoring viable mammalian cells 
in biotechnological processes from laboratory into industrial scale. Making use of 
the dielectric properties of viable cells, dielectric spectroscopy measures the imped-
ance of a medium exposed to an alternating electrical field as a function of frequency. 
Viable cells suspended in a conducting ionic solution such as cell culture medium 
thereby interact with the alternating electrical field like tiny capacitors. They build 
up a temporarily separated charge (i.e., polarization) due to ion movement within 
the cytoplasm, which is bounded by the nonconductive, double-layered cell mem-

Figure 7.1.10: β-dispersion of dipolar cells in an alternating electrical field.
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brane. The degree of polarization thereby strongly depends on the frequency of the 
alternating electrical field. At frequencies below 0.1 MHz complete cell polarization 
takes place and therefore the impedance of the cell suspension, the so-called permit-
tivity, is at maximum. In contrast, at frequencies exceeding 10 MHz permittivity is at 
minimum due to insufficient time available for cell polarization. The characteristic 
drop of permittivity within the frequency range between 0.1 and 10 MHz, the so-called 
β-dispersion, is characteristic for dipolar elements such as viable cells. It is defined 
by tree parameters, the difference in permittivity between high and low frequen-
cies (∆ϵmax), the characteristic frequency at ∆ϵmax /2 (fC ) and the slope of the tangent 
through the point of inflexion (k) which is a function of the so-called Cole-Cole factor 
[30] (Figure 7.1.10).

According to the following Equations (7.1.1) to (7.1.3),

                                                  9
                                    ∆εmax  =    ⋅r⋅P⋅CM                                  (7.1.1)
                                           4  
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                                      P =    ⋅π⋅r3⋅N                                   (7.1.2)
                                           3  
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the permittivity increment ∆ϵmax is a function of the cell radius r (m), the specific mem-
brane capacity of the cell CM (Fm–2) and the biovolume P (–), which is proportional to 
the cell concentration N (m–3). The characteristic frequency fC is related to r and CM and 
additionally depends on the intracellular conductivity σi (Sm–1) as well as the conduc-
tivity of the medium σM (Sm–1). Furthermore, it is presumed that the Cole-Cole factor α, 
is a direct measure for homogeneity of the cell population, as a widening of cell size 
distribution causes a flattening of the β-dispersion curve. According to Figure 7.1.11, 
permittivity increases with increasing biomass (cell concentration, cell size), whereas 
the characteristic frequency fC may vary due to changes in cell size or conductivity. 
A more detailed description of the basic principles of dielectric spectroscopy can be 
found by different authors [29, 31].

Application
Compared to nonviable cells, the permittivity of viable cells with an intact membrane 
is quite high. Therefore, dielectric spectroscopy, unlike many other optical techniques 
used for biomass monitoring, is less susceptible to particles (e.g., gas bubbles, dead 
or leaking cells, cell debris, microcarrier) and fouling effects. According to this, die-
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lectric spectroscopy has been widely explored and successfully applied for biomass 
monitoring of both microbial cultures (bacteria, fungi, yeast) and mammalian cell 
cultures. A summary of selected reports is given in Table 7.1.1.

Industrially relevant biomass monitoring systems based on dielectric spectros-
copy are available. In most of the studies either the Biomass Monitor (Aber Instru-
ments) or the Fogale Biomass System (Fogale) are used. Both suppliers offer reusable 
probes for standard operation in a stainless steel or glass bioreactor as well as dispos-
able probes for use in disposable bioreactor systems [7, 44].

Case Study: Dielectric Spectroscopy-based Closed Loop Control of Biomass  
in a Perfusion Process
Aim of the study was to use dielectric spectroscopy (Fogale Biomass Monitor) not only 
as a tool for monitoring viable CHO cell concentrations in a perfusion process, but 
to further set up an automated loop for controlling the viable cell concentration at a 
designated level.

Figure 7.1.11: Impact of a) biovolume, a, b) cell 
size, and b) intra-/extracellular conductivity on 
β-dispersion.

a)

b)
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Table 7.1.1: Selected reports on successful application of dielectric spectroscopy for biomass 
monitoring.

Biological System Cultivation Target Reference

Bacteria

Streptomyces Mycelial Biomass Fehrenbach et al. [32]

Escherichia coli Suspension Biomass Clementschitsch and Bayer [33]

Yeast

Saccharomyces  
cerevisiae

Suspension Biomass Harris et al.

Saccharomyces  
cerevisiae,  
Pichia pastoris

Suspension Biomass Fehrenbach et al. [32]

Unspecified Suspension Death kinetic Patel and Markx [35]

Saccharomyces  
cerevisiae

Immobilized Biomass Salter et al. [36]

Saccharomyces  
cerevisiae

Suspension Cell cycle Gheorghiu and Asami [37]

Fungi

Monascus spec. Mycelial Cell concentration Krairak et al. [38]

Mammalian Cells

Hybridoma Suspension,  
immobilized

Viable cell  
concentration

Noll and Biselli [39]

CHO Microcarrier,  
fixed-bed

Viable cell  
concentration

Ducommun et al. [40]

CHO Suspension Viable cell  
concentration

Cannizzaro et al. [41],  
Opel et al. [42]

CHO Microcarrier Viable cell  
concentration

Carvell and Dowd [43J

Prior to application in perfusion, the general suitability of the Fogale Biomass Monitor 
towards real-time, in situ monitoring of viable CHO cells was tested in simple batch 
processes using a recombinant CHO cell line. Thereby, the permittivity increment 
within a constant frequency range between 1 and 10 MHz (∆εfogale), which is nearly  
∆εmax / 2, was continuously measured and used for correlation with the so-called bio-
volume. The biovolume is directly proportional to the viable cell concentration, pro-
vided that cell size remains constant. In several repeated batch cultivations (exem-
plarily shown for one batch cultivation in Figure 7.1.12) a good correlation between 
permittivity and viable cell concentration could be demonstrated during growth and 



 

542   7 Monitoring and Control of Processes and Products

early decline phase. During late decline phase, where progressive cell death was 
observed, the permittivity signal drifted apart, as it could also be observed for the 
characteristic frequency fC (not shown).

After positive evaluation of the Fogale Biomass Monitor a perfusion process was set 
up, using the same recombinant CHO cell line and default process parameters. Cell 
retention was achieved by alternate tangential flow (ATF) filtration (Refine Technolo-
gies). As filtration systems like the ATF operate at maximum cell separation efficiency 
(up to 100 %), biomass bleeding was activated in addition to perfusion to maintain 

Figure 7.1.12: Progression of viable cell concentration and permittivity in a 
standard batch cultivation (left). Correlation of viable cell concentration and 
permittivity (right).
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cell concentration on a constant level. In a first step, dielectric spectroscopy was used 
only for biomass monitoring, while biomass bleeding was performed manually and 
discontinuously according to off-line biomass measurements. It could be demon-
strated, that even at higher viable cell concentrations of about 20 million cells per mL 
correlation with the real-time permittivity measurements was excellent (Figure 7.1.13). 
In contrast to the batch process, where signal drifting occurred during the decline 
phase, both characteristic frequency fC and tangent slope k remained constant under 
steady-state conditions in perfusion.

Figure 7.1.13: ATF-based CHO perfusion process applying dielectric spectro-
scopy for biomass monitoring; manual bleeding regime (left). Correlation of 
viable cell concentration and permittivity (right).
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In a second step, permittivity was integrated as input signal into a closed-loop on/
off controller, which automatically activated or inactivated bleeding whenever the 
permittivity signal exceeded or fell short of the controlled band. Thus, cell concentra-
tion could be controlled at set point within a 10 % band (Figure 7.1.14) for most of the 
time. Recalibration of the biomass monitor, which was easy to handle, was necessary 
after 15 and 20 days due to changes in the signal ratio between permittivity and cell 
concentration. 

In conclusion, dielectric spectroscopy was successfully applied to monitor viable cell 
concentration in a perfusion-based high-density process. Furthermore, the excellent 
correlation between permittivity and viable cell concentration enabled to implement-
ing a simple closed-loop biomass control.

7.1.3.3 Fluorescence Spectroscopy
Background
Fluorescence spectroscopy is one of the most intriguing spectroscopic methods 
gaining more and more importance in mammalian cell-based bioprocess monitoring. 
The comparably high sensitivity enables to detect significant changes in the emission 
spectra, even when only slight variations in the monitored process occur. This in turn 
requires reinforced calibration and chemometrics to extract the relevant information 
from the process. However, several studies show that it is well worth the effort since, 

Figure 7.1.14: Control of viable cell concentration in an ATF-based perfusion 
process using the dielectric spectroscopy signal (permittivity) for automated 
biomass bleeding. Recalibration after 15 and 20 days due to changes in the 
permittivity/cell concentration ratio.
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unlike other spectroscopic tools, fluorescence spectroscopy offers a two-dimensional 
analysis by measuring fluorescent emission spectra at different excitation wave-
lengths.

Fluorescence is a luminescent phenomenon characterized by a nonthermal 
dissipation of energy in form of light emission. Upon excitation with UV or visible 
light, nonbinding electrons of a molecule are raised to a higher energetic level. This 
quantum mechanical effect can be described in terms of a transition from a singlet 
ground state to a singlet excited state at different vibrational levels (Figure 7.1.15a), 
where nonbinding electrons of a molecule remain paired. After nonradiative deac-
tivation to the vibrational ground state, the molecule relaxes to the stable singlet 
ground stage either by nonradiative or radiative deactivation. In case of nonradia-
tive deactivation (Figure 7.1.15b), electrons release the energy surplus to the environ-
ment in form of heat without any luminescent effect. In case of radiative deactivation, 
energy is released in form of a photon. Luminescence owing to the direct relaxation 
from the excited to the ground singlet state is called fluorescence (Figure 7.1.15c). It 
mainly occurs in molecules with rigid structure like aromatic compounds, hydrocar-
bons, compounds with carbonyl groups, etc. Fluorescence disappears within nano-
seconds after excitation stops.

Another form of luminescence occurs when nonbinding electrons of a molecule 
change from the excited singlet state to a less energetic triplet state in which the 
electrons are unpaired. This nonradiative electron transition, which in the sense 
of quantum mechanics is a forbidden mechanism, is called intersystem crossing. 
Relaxation from the triplet state to the singlet ground state is called phosphorescence 
(Figure 7.1.15d). It may persist for seconds or even hours after excitation stops.

Application
As already mentioned, fluorescence occurs in molecules with rigid structure (e.g., 
aromatic compounds, hydrocarbons, or compounds containing carbonyl groups). As 
regards the metabolism of prokaryotic and eukaryotic cells many of the key metabo-

Figure 7.1.15: Simplified Jablonski diagram illus-
trating the electronic states of a molecule and 
its transitions. a) Excitation of a molecule from 
the singlet ground state (S) to its singlet excited 
state (S*) at different vibrational levels (v).  
b) Nonradiative deactivation. c) Fluorescence. 
d) Phosphorescence upon intersystem crossing 
(ISC) to the triplet state (T).
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lites such as vitamins, cofactors and proteins exhibit these properties (Figure 7.1.16). 
In preliminary studies NAD(P)H became the main target for fluorimetric analysis, 
which was not surprising because of its ubiquity in living cells and organisms. One 
of the first reports dates back to 1957, when Duysens and Amesz measured intracel-
lular NAD(P)H levels in starved yeast cells upon addition of ethanol and glucose [45]. 
In further studies, NADPH dependent culture fluorescence was successfully applied 
to monitor the biomass of yeast, fungi, and bacteria in culture [46, 47] assuming a 
constant intracellular concentration of NAD(P)H. Furthermore, fluorimetry was used 
for bioreactor characterization as regards mixing time, oxygen transfer, and homoge-
neity, using unmetabolizable fluorescent dyes with similar excitation and emission 
ranges than NAD(P)H [48, 49].

It took until the late 1990s to introduce two-dimensional fluorescence spectroscopy as 
a noninvasive technology for bioprocess monitoring [50, 51]. In contrast to the fluor-
imetry systems used in preliminary studies in which fluorescence measurement was 
limited to the range of NAD(P)H fluorescence (excitation, 340 to 360 nm; emission, 
450 to 460 nm), two-dimensional fluorescence spectroscopy covers a wide range of 
excitation and emission wavelengths [50, 52, 53]. It thus enables to explore the whole 
fluorescent spectrum of living cells and increases the sensitivity of the method signifi-
cantly. As well as other spectroscopic methods, two-dimensional fluorescence spec-

Figure 7.1.16: Biogenic fluorophores in a 2D fluorescence spectrum  
(according to Schulmann). 1) riboflavin, FAD, FMN; 2) NAD(P)H; 3) pyri-
doxine, pyridoxamine, pyridoxal-5-phosphate; 4) tryptophan; 5) tyrosine; 
6) phenylalanine.
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troscopy provides an enormous amount of real-time data that need to be analyzed 
using multivariate chemometric techniques in order to extract relevant information 
from the spectra. In particular the application of principal component analysis (PCA) 
and partial least squares projection to latent structures (PLS), which is the regres-
sion extension of PCA [54], helped to pave the way for successful application of two-
dimensional fluorescence spectroscopy as a PAT tool in bioprocess monitoring. Mul-
tiple reports from the last recent years emphasize the suitability of two-dimensional 
fluorescence spectroscopy in different fields of biotechnological application compris-
ing waste water treatment [55-57], food technology [58], as well as biopharmaceutical 
technology using fungi [54, 59, 60], yeast [50, 51 ,61], and bacteria [51, 62-64]. During 
the last recent years, stronger focus has been put on the in situ monitoring of recom-
binant mammalian cell-based bioprocesses [65-70]. Various two-dimensional fluores-
cence spectrometers are available on the market that can be connected to a bioreactor 
via fiber optic. For industrial application the BioView® sensor (Delta Light & Optics) 
is predominantly used.

Case Study: Model-based Prediction of Fed-batch Processes using Two-dimensional 
Fluorescence Spectroscopy
The aim of this study was to investigate the capability of two-dimensional fluorescence 
spectroscopy to describe and predict the progression of a bioprocess in a predefined 
range. For this purpose, seven fed-batch cultivations were carried out in shake-flasks 
following a standard protocol with discontinuous feeding on a daily basis starting on 
day 3 of the cultivation. Six cultivations were used to calibrate a multivariate model 
(PLS) based on the 2D spectra (X) and on standard in-process controls (Y). One cul-
tivation was performed following the same protocol in order to examine the predict-
ability (test-set validation). An additional cultivation was performed as batch process 
without feeding to demonstrate that process changes, which have not been calibrated 
within the model, can be detected. In Figure 7.1.17 part of the in-process control (IPC) 
data are shown for all of the fed-batch cultivations. Additional run #8, which was 
cultivated in batch mode without feeding (Figure 7.1.17, dotted line in dark grey), can 
be clearly distinguished from the seven fed-batch cultivations. In order to build up a 
multivariate model, the following IPC data were included to the Y-matrix: viable cell 
concentration, cell viability, product titer and metabolite levels of glucose, lactate, 
glutamine, glutamate, ammonia, as well as process data as osmolality, pH, pCO2, and 
pO2. Fluorescence measurements were performed offline, using a SpectraMax M5e 
Reader (Molecular Devices). Samples were measured in a 96 well format using a top 
reading procedure with a wavelength step width of 20 nm. The excitation wavelength 
(λEx) was in a range between 285 and 485 nm and the emission wavelength (λEm) in a 
range between 305 to 545 nm. Due to the occurrence of signal oversaturation in the 
area of the characteristic first-order Rayleigh scattering (λEm= λEx) and second-order 
Rayleigh scattering (λEm= 2λEx), emission wavelengths in a range of ±40 nm of the exci-
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Figure 7.1.17: Cultivation of recombinant CHO cells in fed-batch shaker flasks. a) Viable cell concen-
tration, b) cell viability, c) glucose, 

a)

b)

c)
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d)

e)

f)

d) lactate, e) pH, f) titer. Run #1 to #6 (light grey) are used for multivariate model calibration, run #7 
(black) and run #8 (dark grey, dotted line) are used for model validation.
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tation wavelength were not considered for modeling. 2D fluorescence spectra from 
the start and end of the cultivation process are exemplarily shown for one culture in 
Figure 7.1.18.

In a first step, both data sets 2D fluorescence spectra (X) and IPCs (Y) of the cali-
bration runs (#1-6) were analyzed with principal component analysis using SIMCA 
(Umetrics). It could be demonstrated that the variance of the data correlates with the 
state of the process (Figure 7.1.19). The PCA score plots for both data show a clus-

Figure 7.1.18: 2D fluorescence spectra from a) day 0 and b) day 14 of cultivation.

a)

b)
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Figure 7.1.19: PCA score plots for a) 2D spectra and b) IPCs showing the variance as a function of 
process time points from T0 to T14. ure 7.1.18: 2D fluorescence spectra from a) day 0 and b) day 14 of 
cultivation.

a)

b)
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Figure 7.1.20: a) PLS score plot including both data sets X and Y. b) Relationship between the first 
principal component t[1] of X and u[1] of Y.

a)

b)
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a)

b)

Figure 7.1.21: Prediction plots for IPC data (Y) from the 2D Spectra (X) regarding run #7; true value 
(straight line), predicted value (dotted line). a) Viable cell concentration, b) cell viability.
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Figure 7.1.21: Prediction plots for IPC data (Y) from the 2D Spectra (X) regarding run #7; true value 
(straight line), predicted value (dotted line). c) glucose, d) lactate.

c)

d)
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Figure 7.1.21: Prediction plots for IPC data (Y) from the 2D Spectra (X) regarding run #7; true value 
(straight line), predicted value (dotted line). e) pH, f) titer.

e)

f)
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Figure 7.1.22: Prediction plots for IPC data (Y) from the 2D Spectra (X) regarding run #8; true value 
(straight line), predicted value (dotted line). a) Viable cell concentration, b) pH.

a)

b)
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Figure 7.1.22: Prediction plots for IPC data (Y) from the 2D Spectra (X) regarding run #8; true value 
(straight line), predicted value (dotted line). c) titer, d) glucose.

c)

d)
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tering of the six cultivation replicates according to the process time. As regards the 
2D fluorescence spectra data resolution deteriorates from day 9 resulting in a data 
overlay during the last 2 days of cultivation. Variance of the IPC data at day 14, which 
is located outside the ellipse (model confidentiality) could no longer be explained by 
the first and second principle component.

In a second step, both data sets, X and Y, were analyzed using PLS in order to 
demonstrate that the variance of Y can be explained by the variance of X (Figure 
7.1.20). A linear regression coefficient of more than 0.95 was calculated for the linear 
relationship between the first principal components t[1] (X) and u[1] (Y). Based on 
this calibration model, a test set validation was performed. It could be demonstrated 
(Figure 7.1.21) that IPC data (Y) of a similar cultivation (run #7) can be predicted with 
high accuracy from the model using the 2D spectra (X).

A second test set validation was carried out using run #8, which, unlike the other 
cultivations, was performed as a batch cultivation. The results in Figure 7.1.22 clearly 
show that for most of the IPC data a prediction is not possible, which is not surprising, 
considering the fact that batch process data were not included to the model. Interest-
ingly, a good prediction was found for glucose, which may be due to a direct correla-
tion between the glucose level and a subset of fluorescence data.

According to the results of this case study, two-dimensional fluorescence spec-
troscopy emerged as a powerful tool for bioprocess monitoring, which is in accord-
ance with other reports. In this study, the sensitivity of this method combined with 
multivariate chemometrics enabled to monitor a process within its capability space. 

7.1.3.4 Near-infrared Spectroscopy
Near-infrared spectroscopy (NIRS), targets the near-infrared spectrum of the electro-
magnetic spectrum (780 to 2,500 nm) (Figure 7.1.23). NIRS is established from overtone 
and combination molecular vibrations. These molecular overtones and combination 
bands can be very broad and complex yielding very complicated mathematical solu-
tions for useful interpretation [71]. For example, see Figure 7.1.24. Therefore, multivari-
ate techniques such as PCA and PLS are often required to deconvolute and interpret 
spectroscopic data from the sample of interest.

NIRS has been used for many years in other industries such as cosmetics, chemi-
cal processing, petroleum, food processing, agriculture, and pharmaceutical. Appli-
cation to the biotechnology industry has typically focused around raw material iden-
tification and characterization [72 ,73] with more recent research focusing on in situ 
applications in microbial and cell culture bioprocesses [74]. In 2006, a comprehen-
sive review of near-infrared (NIR) monitoring was applied to bioprocess by Scarff et 
al. looking into the evolution of NIR technology with respect to type of fermentation 
process [75]. Later in 2009, Cervera et al. wrote an excellent review called “Application 
of Near-Infrared Spectroscopy for Monitoring and Control of Cell Culture and Fermen-
tation” [74]. In this review Cervera et al. investigated important practical aspects that 
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challenge NIRS implementation as an online advance control solution. Such aspects 
discussed were sampling, modeling of biomass concentration, influence of microor-
ganism morphology on the spectra, effects of the hydrodynamic conditions in the 
fermenter, temperature influence, instrument settings, and signal optimization [74].

To date, NIRS still faces many challenges to monitor high intensity fed batch 
mammalian cell culture broth in situ and has not yet been proven to be a robust and 
accepted on line monitoring tool. Its main challenges are water interference and rel-
ative low sensitivity when in situ. Many articles demonstrate NIR capability at line 
or off line but to date there has not been overwhelming evidence to demonstrate 
the same or higher value to alternative technologies such as fluorescence, dielec-

Figure 7.1.23: NIR in the electromagnetic spectrum.

Figure 7.1.24: Example of NIR spectrum showcasing overtones and  
combination bands.
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tric, and Raman spectroscopy. However, advances are still being pursued for cell 
culture monitoring with NIRS. An example of which is described in an recent article 
by Sandor et al. [76] where an Ingold-port adaption of a free-beam spectrometer 
is used for real time monitoring of total cell count, viability, glucose, and lactate. 
Free-beam NIR eliminates fiber optic cabling which provides certain benefits such 
as allowing the laser to be generated and collected at the reactor, using a diode 
array detector instead of a cathode array detector and, thus, offering excellent sig-
nal-to-noise ratio over conventional NIRS configurations for improved cell culture 
correlations. Therefore, as the technology, science, and understanding continue to 
evolve, NIRS could become an advanced monitoring and control tool for cell culture 
applications in the future.

7.1.3.5 Raman Spectroscopy
Background
The Raman effect, named after one of its discoverers Raman in 1928, is the exchange 
of vibrational energy due to inelastic scattering of monochromatic light by a molecule 
[77]. Raman bands can only be observed if there is a change in polarizability of the 
molecular vibrations, represented by the equation

μ = αE,

where α is the polarizability, E the incident electric field, and μ is the induced dipole 
moment. Polarizability is directly related to Raman signal intensity. If a molecule 
exhibited no change in polarizability, then the dipole moment would have no ampli-
tude modulation and no recordable Raman signal [78]. Raman measured signal inten-
sity is very weak, leaving only a small portion 1 in 105 molecules that are inelastically 
scattered when compared to the intense elastic Rayleigh scattered light [79]. Inelas-
tic scattering occurs when the frequency of monochromatic light, normally from a 
laser source, changes when interacting with a sample. The photons are absorbed by 
the sample and then reemitted at a frequency either with more (anti-Stokes) or less 
(Stokes) energy when compared with the original monochromatic frequency (Figure 
7.1.25).

Anti-Stokes is the stronger signal and is almost always used. The frequency 
(wavelength) change depends on many factors such as atom mass, geometric config-
uration, and strength of the chemical bonds. Ultimately, the resulting shift contains 
information about the vibrational, rotational, and other low frequency transitions in 
molecules [78].

The Raman spectrum is the plot of the intensity of Raman scattered radiation as 
a function of its frequency difference from the incident radiation (usually in units of 
wavenumbers, cm–1). Raman is complementary to mid-infrared (MIR) but with differ-
ent intensities and selectivity.
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Raman technology has made enormous strides over the last 4 decades. Early on in the 
late 1970s and early 1980s, Raman spectroscopy was delegated to the research and 
development labs only. This was due to large laser sources that were unreliable, hard 
to maintain, and expensive. Rapid technological advances were seen in the mid 1980s 
to the mid 1990s such as Fourier transform spectroscopy, charge couple device (CCD) 
detectors, holographic and dielectric filters, near-infrared (NIR) lasers, and advanced 
dispersive spectrometers. However, the technology was still costly and large in size. 
This changed with advancement of semiconductor lasers, optical miniaturization 
techniques, compact data processing capabilities, and probability-based statistical 
analysis programs. Additional key developments in the last decade have been with 
in vivo applications, the advent of optical fiber probes and nonlinear spectroscopy. 
These advancements over the past 4 decades have led to the adoption of Raman in 
various industries spanning chemical, forensic science, nanotechnology, semicon-
ductors, pharmaceutical, and now biotechnology.

The application of Raman spectroscopy in monitoring aqueous bioprocesses 
has a unique advantage over other spectroscopic techniques because it can provide 
highly specific vibrational fingerprints of various chemical compounds and is rela-
tively insensitive to water. MIR and NIR are other common spectroscopic techniques 
utilized; however, water peaks can dominate the spectral signal. When using NIR 
and MIR, the signal to noise ratio is reduced dramatically making it more difficult 
to resolve certain critical constituents present in low concentrations in cell culture 
media and feed [13, 15]. Water produces a very weak Raman scatter. The impact  
of water on the Raman signal can only be seen at the end of the spectrum (2,900 to 
4,000 cm–1) when used during in-process bioreactor monitoring. Raman laser excita-
tion wavelengths can vary depending on the application but typically for bioreactor 
monitoring 785 nm excitation laser source is the desired choice. A 785 nm laser can 
provide the optimal balance between detection sensitivity and fluorescence rejection 
for mammalian cell culture processes. If in situ fluorescence is high, a longer excita-

Figure 7.1.25: Virtual energy states diagram.
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tion wavelength such as a 1,064 nm laser can be used. The opposite can be said for 
detection of gases with Raman, the shorter excitation wavelength is normally optimal 
allowing for heightened sensitivity with very low background florescence. So choos-
ing the correct excitation laser wavelength is paramount and the solution is highly 
dependent on the application.

In 2002, McGovern et al. [15] utilized dispersive Raman spectroscopy and 
advanced chemometric data analysis techniques to model concentration of gibberel-
lic acid in offline whole fermentation broth samples. In 2003, Cannizzaro et al. [79] 
described how a Raman model was able to predict an intracellular carotenoid concen-
tration from a fed-batch yeast process. Lee et al. [80] in 2004 was able to demonstrate 
models to predict glucose, acetate, formate, lactate, and phenylalanine concentra-
tions at the same time with Escherichia coli bioprocess with varied results. In 2011, 
2 papers were published (Abu-Absi et al. [81] and Moretto et al. [14]) documenting 
successful models generated for prediction of glucose, lactate, glutamine, glutamate, 
ammonium, osmolality, viable cell density (VCD), and total cell density (TCD) using 
CHO cell lines. Most recently, Whelan et al. (2012) [8] published an article demonstrat-
ing Raman PLS models for cell culture growth and metabolites that could successfully 
be transferred from 3 to 15 L bioreactor scale.

Case Study
The following case study is based on work conducted at over several years using dif-
ferent CHO cell lines and cultures. The data set covers multiple bioreactor scales from 
3 L (lab), to 200 L (pilot), to 2,000 L (manufacturing) scale. The following Figures 7.1.26 

Figure 7.1.26: Glucose prediction using Raman spectroscopy compared 
to off-line measured values using a NOVA bioanalyzer. (RMSEP = root 
mean square errors of prediction, RMSEE = root mean square errors of 
estimation.)
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to 7.1.28 depict models for glucose, lactate, and ammonium for a CHO based mamma-
lian cell culture process using a similar method as the general one described in data 
analysis and model building section (see p. 527)[82].

Cell Culture Challenges using Raman Spectroscopy
The application of Raman spectroscopy in cell culture has enormous promise but 
there are still challenges that must be understood and overcome. In general, Raman is 

Figure 7.1.28: Ammonium prediction using Raman spectroscopy compared 
to off-line measured values using a NOVA bioanalyzer.

Figure 7.1.27: Lactate prediction using Raman spectroscopy compared to 
off-line measured values using a NOVA bioanalyzer.
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in the infancy stage of understanding and application in the biotechnology industry. 
Since the turn of the century, a handful of Raman studies related to the biotechnology 
industry have been published and of that only a small subset with regards to in situ 
monitoring and control (Abu-Absi et al. [81] and Moretto et al. [14]). As the industry 
matures and Raman technology is better understood, the adoption threshold should 
diminish allowing for even further advancement of the technology.

Some specific Raman spectroscopy challenges in industry today include in situ 
low-level constituent concentration quantification, cell mass models (live and dead), 
scaling models from lab to large scale manufacturing, offline analytical equipment 
accuracy, an approach for high throughput model building that is cost and resource 
efficient, and integration of Raman equipment and software for real time feedback 
control. Some of these challenges are being studied and have a defined solution 
whereas others lack scientific understanding and further experimentation must 
occur.

In situ low-level constituent concentration quantification can be a challenge 
when trying to read micro molar amino acid concentrations during a cell culture run. 
The Raman peaks can sometimes be discerned if measured without cells present, 
but in situ remains a challenge. This is due to the background noise generated by 
cell culture broth. Though data to this end has not yet been published, research is 
ongoing. In the future, if Raman spectroscopy could read amino acid levels real time 
during a cell culture run, feeds could be optimized to promote higher cell growth and 
improved product quality profiles.

Cell mass models (live and dead) have been published (Abu-Absi et al. [81], 
Moretto et al. [14], Whelan et al. [8]) yet the specific spectral regions have not been 
described and are not well understood. Raman spectroscopy in industrial settings 
has been applied to synthesis and purification of inorganic chemicals and gases only; 
applying Raman spectroscopy to accurately model live or dead cell mass within a 
reactor is an area that requires further exploration. Initial results seem promising as 
shown in Figure 7.1.29; however, further understanding of what specific region in the 
spectra is correlating with viable cell density still needs to be explored further.

Scaling models from lab to large-scale manufacturing have been discussed in 
literature by Whelan et al. [8] going from 3 to 15 L scale. However, when increasing 
the scale by 1,000 times to large-scale manufacturing other challenges may arise. 
With a general approach, Raman spectroscopy can be applied to achieve models 
that are statistically sound, but when tested across various scales (different cell 
lines) and over multiple manufacturing campaigns Raman spectroscopy-based 
modeling has not yet been demonstrated to be robust. We have recently conducted 
experiments at 3 L, 200 L, and 2,000 L scales and investigated cross scale robust-
ness (same program at all scales) [82]. Certain constituent models hold up very 
well across scales such as glucose and lactate, meaning a small-scale model will 
have a comparable RMSEP as a model that includes data from all scales (3 L, 200 L,  
2,000 L). Conversely, other constituents that are not as well understood, such as viable 
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cell density and viability, tend to show slightly larger variability; however, accept-
able results can be achieved if the target scale data is included in the calibration set 
(Figure 7.1.30). Ideally future-modeling techniques will be able to use small-scale data 
to accurately predict large scale performance for VCD and viability. This gap can pos-
sibly be addressed by understanding the underlying spectral linkages between viable 
and nonviable cell mass. Once this is understood, a more robust Raman model can be 

Figure 7.1.29: Raman model predicting VCD for a CHO cell culture process 
at 200 L scale. Off-line measurements where analyzed using a Cedex cell 
counter. Error bars represent known Cedex variability of ± 10 %.

Figure 7.1.30: Cross scale model (SCM) l predicting VCD at 2,000 L scale. 
Calibration data set contains 3 L, 200 L, and 2,000 L data.
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built. A VCD Raman model can vary among 3 L, 200 L, and 2,000 L scales especially 
when using a broad part of the Raman spectrum. In contrast, other constituents, 
such as glucose and lactate, hold up well across scales with the variability between 
scales being much less (<10 %) for these constituents when compared to VCD, TCD, 
and ammonia. The majority of this variability is tied to understanding the specific 
wavenumbers for a given constituent and the understanding of how scale-up factors 
such as sparge rate, agitation, and turbidity could impact signal intensity and there-
fore Raman model accuracy. When a broad range of the spectrum is used, the number 
of factors affecting Raman-based model accuracy and predictability are amplified. 
Future scientific exploration and understanding in this area will yield improved 
mammalian cell culture Raman models at production scale.

Future of Raman Spectroscopy in Biotech
There are many spectroscopic techniques that can be applied to a mammalian cell 
culture process, all with certain advantages and disadvantages. Raman spectroscopy 
provides some unique benefits that should propel research and eventual adoption 
of this technology. There are still many hurdles to overcome with Raman, but the 
core science and application to the industry has been proven. With future advance-
ments and scientific understanding, we believe that Raman has a place in PAT 
process control. Looking forward, Raman has multiple possibilities by applying the 
PAT approach such as raw material screening, monitoring media and feed prep vari-
ability, cell culture and purification monitoring and feedback control, and product 
quality monitoring and control. Some of these initiatives have advanced further than 
others, but all are in the realm of possibility and through technological and scien-
tific advances over the next 10 years. They all could become real solutions for how a 
biotech process is monitored and controlled.

7.1.4 Conclusions and Future Vision

The desire to bring better products to patients in need will further foster development 
of more robust and well-controlled bioprocesses. We believe that advanced process 
control will be an integral part of future cell culture-based manufacturing processes in 
support of this vision. Monitoring and control technologies and approaches reviewed 
in this chapter have the potential to significantly enhance process knowledge and 
offer opportunities for PAT like process control. Ultimately, control based on on-line 
or at-line acquired information aims to govern process control parameters to achieve 
consistent processing within the cell and its environment.

The quality of prediction will strongly depend on the quality and complexity of 
the multivariate model. Available software solutions in context of in situ spectroscopy 
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will without doubt offer powerful PAT tools for control of performance and product 
quality parameters in real-time.

In particular, spectroscopic methods are also used to screen and characterize raw 
materials that enter the production process. The combination of enhanced raw mate-
rial control with advanced process control is expected to reduce process variability 
through addressing these two major factors leading to variability in outcomes.

Although it is not certain how the use of these process models and advanced feed-
back control will be implemented into a GMP compliant cell culture process, we do 
not foresee any fundamental challenges that would prevent the use of spectroscopic 
sensors and associated process models and control.
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7.2  Analytical Techniques and Quality Control of Protein 
Therapeutics

Amy Hong Que, Yang Wang, and Steven Ziyi Kan

7.2.1 Protein Analytical Techniques

Therapeutic proteins are usually expressed in mammalian cell lines and are produced 
containing several variants with differences in modifications or isoforms, i.e., with 
microheterogeneity [1, 2]. Microheterogeneity can result from posttranslational modi-
fications and processing, environment alteration, storage, and incorrect translation 
of the target protein [1, 3]. Common sources of heterogeneity include glycosylation, 
partial carboxypeptidase processing of heavy chain (HC) C-terminal lysine residues 
[4], amino terminal modifications (e.g., to pyroglutamate), asparagine (Asn) deami-
dation or isomerization [5], oxidation, fragmentation [6], aggregation, sequence vari-
ants [7], phosphorylation and sulfation, etc. These variations in protein composition 
may impact the activity and stability of biotherapeutics. Characterization and moni-
toring stability of therapeutic proteins are therefore regarded as essential for demon-
strating safety and efficacy of biotherapeutics, and are required by the United States 
Food and Drug Administration (FDA) and other regulatory agencies.

The microheterogeneity can be mainly divided into a few different categories:  
(1) size variants, (2) charge variants, and (3) glycoforms due to posttranslational mod-
ification.

This section describes the characterization of a therapeutic protein with empha-
sis on the following physicochemical attributes: size heterogeneity, charge heteroge-
neity, glycoform heterogeneity, primary structure, biological activity, and common 
process impurities.

7.2.1.1 Size Heterogeneity
Size microheterogeneity is mainly caused by protein aggregation and fragmenta-
tion. Aggregation of therapeutic proteins is formed during drug manufacturing and 
storage, and it is considered to be a critical attribute because of the known risk of 
enhanced potential of undesired immunogenicity. It needs to be characterized and 
controlled stringently during the development and production in order to prevent loss 
of drug efficacy or adverse immunogenic effects. The size exclusion chromatography 
(SEC), sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE), and 
capillary electrophoresis with SDS (CE-SDS) are commonly used as purity assays to 
analyze protein size variants.
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Size Exclusion Chromatography (SEC)
SEC provides quantitative information about the molecular size distribution of a 
native protein, including aggregates, monomer, and fragments.

Size variants are separated commonly using a TSK G3000SWxl column (7.8 ×  
300 mm, Tosoh) or equivalent, eluted isocratically with a mobile phase consisting 
of 0.2 mol L–1 potassium phosphate (pH 6.2 to 7.0). The separation is conducted at 
ambient temperature with a typical flow rate of 0.5 mL min–1. Proteins eluted from 
column are detected with either optical absorbance at 280 nm or intrinsic fluores-
cence (excitation at 280 nm and emission at 340 nm). Sodium sulfate or potassium 
chloride may be added to the buffer to increase buffer ionic strength in order to mini-
mize undesired nonspecific interaction with the SEC column. TSK-gel SW type of 
columns can also be operated under these conditions using denaturing settings, such 
as with SDS containing eluents, or formulation containing detergents such as Tween 
or Triton.

A typical SEC profile of a monoclonal antibody (mAb) is shown in Figure 7.2.1. 
Aggregates, monomer, and fragments are analyzed and summarized as the contents 
of high molecular weights (HMW) species, monomer, and low molecular weight 
(LMW) species, respectively.

Sodium Dodecyl Sulfate Polyacrylamide Gel Electrophoresis (SDS-PAGE)
As an essential and classical biochemical technique, SDS-PAGE analysis has been 
commonly used for many years to assess overall product purity in the development of 

Figure 7.2.1: A typical SEC profile of a mAb.
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biopharmaceutical products for lot release, stability testing, batch-to-batch consist-
ency confirmation, and product characterization. Although these methods are often 
semiquantitative, they are powerful tools for detecting minor protein impurities.

SDS is an anionic detergent applied to a protein sample to denature or linearize 
proteins and to impart a negative charge to the linearized proteins. Proteins are dena-
tured by heating in the presence of SDS-PAGE sample buffer. In most proteins, the 
binding of SDS to the polypeptide chain imparts an even distribution of charge per 
unit mass, thereby resulting in a fractionation by approximate size during electropho-
resis. Nonreduced samples can be alkylated with iodoacetamide to prevent artifacts 
caused by disulfide bond shuffling, while reduced samples are treated with dithi-
othreitol (DTT) or β-mercaptoethanol (BME), which further denatures the proteins by 
reducing disulfide linkages, thus overcoming some forms of residual protein folding, 
and breaking up quaternary protein structural linkage (oligomeric subunits). The pre-
pared samples and molecular weight standards are separated on a polyacrylamide 
or other gels in electrophoresis. The protein components were then visualized by 
Coomassie, or silver, or SYPRO Ruby staining, the approximate molecular weights of 
the samples are assessed based on comparison with those of the molecular weight 
markers.

CE-SDS UV/Florescence Detection
Capillary electrophoresis (CE)-SDS method has advantages over classical SDS-PAGE 
in assay precision, linearity, specificity, separation resolution, robustness, automa-
tion, etc., which makes CE-SDS assay easier to be validated and to be used in quality 
control (QC) environment [9-12]. The method has played a critical role in purity analy-
sis and structural characterizations. Many applications of CE-SDS rely on UV detec-
tion, which is equivalent to SDS-Coomassie staining sensitivity. However, certain 
companies, including Genentech, have chosen a laser induced fluorescence (LIF) 
detection strategy in order to increase detection sensitivity. Figure 7.2.2 shows an 
example data for a CE-SDS-LIF analysis of a protein in both reduced and nonreduced 
modes. Labeling of proteins with 5-carboxytetramethylrhodamine succinimidylester 
(5-TAMRA.SE) can significantly decrease gel interference during online detection 
while providing up to a hundredfold increase in sensitivity.

7.2.1.2 Charge Heterogeneity
Manufacturing control and stability monitoring of therapeutic proteins are regarded 
as essential for ensuring safety and efficacy of these drugs and are required by the 
FDA and other regulatory agencies. Regulatory agencies routinely require assessment 
of charge heterogeneity of biotechnology products. Charge variants of recombinant 
proteins often include oxidation, aspartic isomerization, asparagine deamidation, 
amino terminal modifications (e.g., to pyroglutamate), truncation of the C-terminus, 
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b)



 

 7.2 Analytical Techniques and Quality Control of Protein Therapeutics   575

and posttranslational modifications such as sialylation, sulfation, and phosphoryla-
tion. These changes are considered to have the potential to affect critical functionality 
and need to be characterized and controlled during the development and production 
of a therapeutic protein. Ion exchange chromatography (IEC) and capillary isoelectric 
focusing (cIEF) are commonly used to analyze protein charge variants. The 2 methods 
are complementary to each other and each method has its own advantages and dis-
advantages. IEC is more robust and easy with fraction collection while cIEF often pro-
vides better resolution. The separation mechanisms of 2 methods are different and, 
therefore, probe somewhat different properties of protein charge variants.

Ion Exchange Chromatography (IEC)
IEC separation relies on surface charge-charge interactions between the exposed 
charge groups of protein and charged functional groups in column matrix. Con-
sequently, the method is more sensitive to the protein structure, i.e., the extent of 
exposure and arrangement of the charge groups on proteins. For example, ProPac® 
WCX-10 column (Dionex) is a weak cation exchange column commonly used for the 
separation and analysis of mAbs, in which positively charged ions on exposed protein 
surface bind to a negatively charged functional group on column and are eluted by a 
salt or pH gradient [13-14].

Figure 7.2.3 shows a typical separation of a monoclonal antibody (mAb X) using 
ProPac WCX-10 column. This data illustrates that this mAb contains 2 variants in the 
acidic region (Peak 1 and 2), main peak (Peak 3), and 4 variants in the basic region 
(Peak 4, 5, 6, and 7). After treatment with carboxypeptidase (CpB) which is an enzyme 
specifically cleaving C-terminal lysine, Peaks 5, 6, and 7 disappeared in native mAb 
while main peak (Peak 3) and a basic variant (Peak 4) increased. It indicates that 
Peaks 5, 6, and 7 are related to the 1 or 2 C-terminal lysines in heavy chains, where 
Peak 3 and 4 represent the variant contains des-lysine. The formation of pyro-glu-
tamine at the N-terminal makes the protein more acidic, as a result Peak 3 containing 
2 pyro-glutamine and Peak 4 containing 1 pyro-glutamine are separated in IEC. There-
fore, the main product contains pyro-glutamine at both N-terminus and des-lysine 
at both C-terminus of 2 heavy chains (Peak 3 in Figure 7.2.3). Four basic variants are: 
pyro-glutamine at 1 N-terminal and des-lysine at both C-terminus of 2 heavy chains  

Figure 7.2.2: CE-SDS separations of a) nonreduced an b) reduced preparations of a 5-TAMRA  
SE-labeled rMAb sample. Separation conditions were as follows: ProteomeLabTM PA 800 instru-
ment equipped with LIF detection; 50 µm ID, 375 µm OD uncoated fused-silica capillary with effective 
length 21.2 cm and total length 31.2 cm; both anode and cathode buffers were Beckman Coulter 
CE-SDS gel solutions. Samples were injected at a constant electric field of  
160 V cm–1 for 20 s and electrophoresed at 480 V cm–1 (32.5 µA) and 40 °C (reprinted from [12], with 
permission).
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(Peak 4), pyro-glutamine at both N-terminus and lysine at 1 C-terminal of 2 heavy 
chains (Peak 5), combination components of pyro-glutamine at 1 N-terminal and des-
lysine at 1 C-terminal of 2 heavy chains and pyro-glutamine at both N-terminus and 
lysine at both C-terminus of 2 heavy chains (Peak 6), and pyro-glutamine at 1 N-termi-
nus and lysine at both C-terminus of 2 heavy chains (Peak 7).

Capillary Isoelectric Focusing (cIEF)
Due to the mechanism of separation, the development of an IEC method is typically 
extensive and product-specific. IEC assays require the optimization of complex sepa-
ration parameters including column type, mobile phase composition, pH, salt, tem-
perature, and gradient. In contrast, cIEF techniques offer the advantages of faster 
analysis time and development of generic methods for multiple products, which are 
desirable in today’s arena of fast paced therapeutic protein development. Convenient 
protein and mAb chemistry kits are commercially available from BECKMAN COULTER 
PA800 and ProteinSimple’s iCE3, which facilitate not only method development but 
also integration into quality control.

cIEF separation is based on net charge heterogeneity of a protein or pI, an intrin-
sic property instead of a property of interacting with matrix. It combines the sepa-

Figure 7.2.3: A cation-exchange chromatogram of a mAb A; native mAb and mAb treated with  
Carboxypeptidase B.
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ration fidelity of gel-based IEF with the automation and quantitation of capillary 
column sample injection and detection. ProteinSimple (acquired the formerly Con-
vergent Bioscience) was the first to commercialize the whole-column detection cIEF 
technique in the iCE IEF analyzer instrument, named as imaged cIEF (icIEF). This 
unique technology eliminates the need for a mobilization step of on-column detection 
technique. Figure 7.2.4 shows the principle of performing cIEF using ProteinSimple’s 
iCE3 system [15]. In performing cIEF with the iCE instrument, protein samples are first 
premixed with carrier ampholytes, additives, and pI markers. The mixture is injected 
to fill the entire capillary column. A separation voltage is applied to the anolyte and 
catholyte. Under the voltage, a pH gradient is created within the column. Proteins 
are separated and focused along the capillary column based on their apparent pI. 
The whole-column detector monitors the IEF process in a real-time fashion within the 
separation column, and the focusing time can be optimized in a single sample run. At 
the end of the focusing process, all the focused protein zones within the column are 
recorded by a charge-coupled device (CCD) digital camera detector through protein 
absorbance around 280 nm without disturbing the separation resolution. Finally, 
the column is washed and ready for the next sample injection. Any sample precipita-
tion and aggregation during focusing can be observed. Different additives are easily 
selected to improve reproducibility when issues are identified. The biggest advantage 
of whole-column detection in cIEF is its utilities in fast and easy method develop-
ment because of the ability to monitor the IEF process within the separation column, 
though it has less structural information.

Figure 7.2.5 illustrates the powerful separation efficiency of imaged cIEF technology 
as a tool for the analysis of charge variants of a monoclonal antibody. The ampho-
lyte solution consisted of pharmalyte pH 3 to 10 and 2 pI markers: 5.85 and 8.79. A 

Figure 7.2.4: Principle of performing image cIEF using ProteinSimple’s iCE3 
system.
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fluorocarbon-coated capillary cartridge was used for the separation. The anolyte was  
80 mmol L–1 phosphoric acid, and the catholyte was 100 mmol L–1 sodium hydroxide, 
both in 0.1 % methyl cellulose. Additionally, cIEF can be used as an identity assay 
on the basis of high resolution and reproducibility. In this study, the pI of the major 
component was determined to be 7.5.

7.2.1.3 Glycosylation Heterogeneity
Protein therapeutics is usually produced using mammalian cell lines in a complex 
cell culture process. Glycosylation is a common cotranslational and posttranslational 
modification of a protein primary structure, which results in the covalent attachment 
of oligosaccharide chains to the polypeptide backbone. The phenomenon adds great 
variability in proteins in terms of attachement sites, extent of the attachment, oli-
gosaccharide sequence and composition. Even within the same glycosylation site of 
the same protein, the composition of oligosaccharide chains can vary. Glycoforms are 
defined as the glycoproteins with identical amino acid sequences, but with different 
oligosaccharide-chain location, composition, and structure. O-linked glycosylation 
(sugar side chains attached via serine or threonine residues, no concensus sequence) 
or N-linked glycosylation (sugar side chains attached via asparagine residues, con-
sensus sequence Asn-Xxx-Ser/Thr) can influence protein stability, ligand binding, 
bioactivity, immunogenicity, and serum half-life [16].

Figure 7.2.5: Determination of charge variants and pI of mAb B by imaged cIEF.
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Immunoglobulin G (IgG) antibodies are important class of protein therapeutics. 
They are composed of 2 heavy chains (HC) and 2 light chains (LC) that form the Fab 
(fragment antigen binding) and Fc regions. Naturally occurring IgG is glycosylated 
in the Fc region at asparagine (Asn) residue 297. The N-glycan has predominantly the 
biantennary complex structure with the core heptasaccharide of GlcNAc2-Man3-Glc-
NAc2

 
(Figure 7.2.6). Varieties of oligosaccharides of antibodies include the presence 

or absence of galactose, bisecting N-acetylglucosamine (GlcNAc), or sialic acid at the 
nonreducing terminal and also the presence of a fucose at the reducing terminal (see 
Figure 7.2.6).

Carbohydrate chains in mAb pharmaceuticals play important roles for their biological 
activities, such as antibody-dependent cellular cytotoxicity, whereas the oligosaccha-
ride profile is easily changed depending on the manufacturing conditions, such as 
different cell culture parameters. Irrespective of potential biological consequences, 
regulatory agencies require a demonstration of oligosaccharide consistency across 
manufacturing campaigns or process changes, in part because that glycosylation is 
often sensitive to cell culture conditions, thereby serving as a potential indicator for 
changes in other sources of heterogeneity [17].

Various analytical methods have been developed for the analysis of N-linked and 
O-linked glycans.

Enzymatic Release and Fluorescent Derivatization of Oligosaccharides
Structures of oligosaccharides linked to the core protein and their distribution should 
be evaluated, preferably quantitatively. Because of the presence of other heterogenei-
ties, including those of protein backbone such as the processing of a C-terminal lysine 
residue, oxidation of a methionine residue and pyroglutamination of an N-terminal 
glutamine residue, direct evaluation of glycoform heterogeneity of protein therapeu-
tics quantitatively is somewhat difficult and often require high-end mass spectrom-
etry technique. Therefore, an indirect, quantitative method is often used.

Figure 7.2.6: N-linked oligosaccharides present in human IgG.
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Oligosaccharides can be released by enzymatic digestion using peptide-N-gly-
cosidase F (PNGase F). PNGase F is capable of releasing almost all oligosaccharides 
from a protein at the amide linkage between GlcNAc and asparagine residue unless 
there exists α(1-3) core fucosylated. Figure 7.2.7 is a scheme of deglycosylation reac-
tion of N-glycans with PNGase F. The asparagine residue, from which the glycan 
is removed, is deaminated to aspartic acid. Reduction and denaturation are often 
required for complete release of oligosaccharides in some glycoproteins. However, 
N-linked oligosaccharides of IgG are usually completely released by simple digestion 
of native IgG samples. 

Released oligosaccharides are usually required to be derivatized with fluorophoric 
reagents to improve detection sensitivity and resolution by capillary electrophore-
sis (CE) and/or high performance liquid chromatography (HPLC) method. Because 
glycans have low spectral signal in both UV and visible regions, it is often necessary 
to label them in order to enhance detection. N-linked oligosaccharides are usually flu-
orescently labeled with 2-aminobenzoic acid (2-AA) or 2-aminobenzamide (2-AB) prior 
to HPLC-fluorescence detection and matrix-assisted laser desorption ionization time 
of flight mass spectrometry (MALDI-TOF-MS) profiling, or with 8-aminopyrene-1,3,6-
trisulfonate (APTS) prior to capillary electrophoresis and laser-induced fluorescence 
detection (CE-LIF). These labeling reagents provide valuable tools for glycan analysis, 
due to their sensitivity and stability when covalently bound to glycans [18].

Figure 7.2.7: Deglycosylation reaction of N-glycans with PNGase F.
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Derivatization of glycans is based on Schiff’s base reaction, as shown in Figure 
7.2.8. Oligosaccharides with a free reducing sugar exist in equilibrium between the 
cyclic (closed ring) and acyclic (open ring) structures. A stable Schiff’s base is formed 
when the carbonyl carbon of an acyclic reducing sugar is linked to the amine moiety 
of the dye in a nucleophilic manner. Following formation of the Schiff’s base, the 
resulting imine group is reduced using sodium cyanoborohydride as a reductant, 
resulting in a stable labeled glycans that can be excited with light at 330 nm and emit 
fluorescent light at 420 nm.

Oligosaccharide Profiling by Capillary Electrophoresis: Laser-induced Fluorescent 
(CE-LIF) 
A fluorescent reagent, 1-aminopyrene-3,6,8-trisulfonic acid, trisodium salt (APTS), 
for CE-LIF of the released oligosaccharides has been used as a simple and conveni-
ent method for the analysis of oligosaccharides by CE [19-21], and the analysis kit 
is commercially available (Beckman Coulter). Since APTS has 3 sulfate groups in a 
highly fluorescent pyrene ring, APTS derivatives of oligosaccharides can be success-
fully analyzed fast with high resolution based on their highly negative charges. The 
method is particularly superior to HPLC in resolving power and speed. Figure 7.2.9 
shows the analysis of oligosaccharides in the commercially available antibody phar-
maceutical trastuzumab, as an example [20]. Four oligosaccharides typically present 
in mAbs are clearly separated and the analysis is completed within 6 min. The use of 

Figure 7.2.8: Reductive amination derivatization approach for oligosaccharide 
labeling.
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the APTS method has been reported for the quantitative analysis of oligosaccharides 
derived from various proteins.

Oligosaccharide Profiling by HPLC
Hydrophilic-interaction chromatography (HIC) is a well-known and reliable tech-
nique that can effectively separate fluorescently labeled glycans. The separation 
mechanism is based on the subtle difference in hydrophilicity between individual 
glycan and polar stationary phase, namely that glycans with stronger hydrophilic-
ity elutes later. The most successful HIC resin or matrix for this purpose is amide-

Figure 7.2.9: a) Analysis of APTS-labeled oligosaccharides derived  
from trastuzumab by CE-LIF. b) Major oligosaccharides in trastuzumab. 
Analytical conditions: CE system, ProteomeLab PA800; running buffer,  
50 mmol L –1 Tris-acetate buffer (pH 7.0) containing 0.5 % polyethylene 
glycol (M = 70,000); capillary, DB-1 (full length 30 cm, effective length  
20 cm, 50 mm id); injection: 0.5 psi, 5 s; separation, –18 kV, 25 °C;  
detection, Ar laser excitation fluorescence detection  
(excitation wavelength 488 nm, fluorescence emission wavelength 520 nm) 
(reprinted from [20], with permission).
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modified silica, which delivers good retention and selectivity for both neutral and 
(multiple) charged glycans in 1 separation. This type of stationary phase is currently 
preferred for the separation of 2-AB modified glycans [22].

Figure 7.2.10 shows that 2-AB glycans released from a monoclonal antibody are 
separated by a TSK-gel amide-80 column and detected by a fluorescence detector at 
excitation wavelength 320 nm and emission wavelength 420 nm. The antibody con-
tains 1 N-linked oligosaccharide site per heavy chain, which is located in the CH2 
domain of the Fc portion of the molecule. The relative distribution of the oligosaccha-
rides found at this site was determined by HPLC after enzymatic release with PNGase 
F and fluorescent labeling with 2-AB. The N-linked oligosaccharides present in this 
antibody are typical of those observed on other CHO-produced monoclonal antibod-
ies, and corresponding graphical representations of the oligosaccharide structures 
are shown in Figure 7.2.9.

Waters’ ACQUITY Ultra Performance Liquid Chromatography (UPLC) BEH glycan 
column is specifically designed for the use on Waters’ ACQUITY UPLC system to give 
improved separation resolution, sensitivity, and speed compared to traditional LC 
techniques. It can provide users with more certain identification and reliable quan-

Figure 7.2.10: Analysis of 2-AB-labeled oligosaccharides derived from a monoclonal antibody by HPLC.
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titation [23]. UPLC is based on the use of columns packed with smaller particles and 
instruments optimized for use with these high-resolution columns.

Oligosaccharide Profiling by Matrix-assisted Laser Desorption Ionization Time  
of Flight Mass Spectrometry (MALDI-TOF MS)
The advances in modern mass spectrometers (MS) with high resolution and mass 
accuracy have led to its use in analyzing glycans/glycoproteins for profiling and struc-
tural studies. MALDI-TOF MS is ideally suited for carbohydrate analysis, and there-
fore, it is the most widely used MS technique in carbohydrate analysis. Mass spectra 
can be obtained from underivatized and derivatized glycans. The information gained 
from MALDI-MS is the mass of individual molecular components and this can be used 
to assign putative monosaccharide structures present in a pure oligosaccharide since 
the mass of a monosaccharide is measured with a high degree of accuracy. Like HPLC, 
MALDI-MS is widely used in conjunction with exoglycosidase enzymes for structural 
and linkage analysis of glycans.

Many matrixes have been successfully utilized for the analysis of glycoproteins 
[24]. 2,5-dihydroxybenzonic acid (DHB) is the most common matrix for neutral 
glycans. Some useful matrices for acidic glycans include 6-aza-2-thiothymine (ATT) 
and 2,4,6-trihydroxyacetophenone (THAP). Glycopeptides are more effectively exam-
ined by α-cyano-4-hydroxycinnamic acid (4-CHCA), either alone, or mixed with nitro-
cellulose. Sinapinic acid appears to be the most appropriate matrix for larger proteins 
and glycoproteins.

Figure 7.2.11: MALDI-TOF MS of N-glycans cleaved from ribonuclease B.
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Figure 7.2.11 shows a glycans profiling by MALDI-MS. Ribonuclease B has 1 N-linked 
glycosylation site, including 5 different glycans/glycoforms: GlcNAc2Man5, 
GlcNAc2Man6, GlcNAc2Man7, GlcNAc2Man8, and GlcNAc2Man9. GlcNAc2Man7 and  
GlcNAc2Man8 contain isomers considering that the terminal mannose could be located 
at different branches. After deglycosylation, released glycans from ribonuclease B 
were purified by C18 cartridge, followed by MALDI-MS analysis.

7.2.1.4 Primary Structure
The expected primary structure of a protein can usually be confirmed by a single or a 
combination of techniques, such as N-terminal sequence analysis, mass spectromet-
ric analysis of intact or reduced proteins, and liquid chromatography-mass spectro-
metric (LC-MS) analysis of peptide map post- and endoproteinase treatment.

Terminal Amino Acid Sequence
Terminal amino acid analysis is performed to identify the nature and homogeneity 
of the amino- and carboxy-terminal amino acids. If the desired product is found by 
terminal sequencing method to be heterogeneous with respect to the terminal amino 
acids, the relative amounts of the variant forms should be determined using an appro-
priate analytical procedure. The sequence of these terminal amino acids should be 
compared with the terminal amino acid sequence deduced from the gene sequence 
of the desired product.

N-terminal sequence analysis provides confirmation that the purified recombi-
nant protein has the expected amino-terminal sequence as predicted by the cDNA 
sequence. Due to the limited sequence coverage, it often serves the purpose of protein 
identification. Typically, the proteins are subjected to 10 to 15 cycles of Edman degra-
dation using standard methods on protein sequencer.

Mass Measurement of Intact or Reduced Proteins 
Mass spectrometric (MS) analysis of the intact or reduced protein with either elec-
trospray ionization time of flight mass spectrometry (ESI-TOF MS) or linear MALDI-
TOF MS can confirm the structural integrity of the molecule [25] and characterize the 
modifications.

Figure 7.1.12 shows the mass spectra of intact and reduced monoclonal antibody 
analyzed by ESI-MS. After reduction of the disulfide bonds with Tris(2-carboxyethyl)
phosphine hydrochloride (TCEP), the reduced samples are desalted by reversed-
phase high-performance liquid chromatography (RP-HPLC) for direct online ESI-MS 
analysis. Molecular masses were obtained for the light chain and the various heavy 
chain glycoforms, and the observed masses correspond to the predicted masses, 
confirming expected amino acid sequence of the light and heavy chains. The major 
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masses obtained for the heavy chain correspond to the predicted masses of heavy 
chain without the carboxy-terminal lysine residue and with either a G0 or G1 oligosac-
charide.

Peptide Mapping
Peptide map analysis using liquid chromatography tandem mass spectrometry (LC-
MS-MS) is used to verify the primary structure of a recombinant protein, to dem-
onstrate lot-to-lot consistency, to monitor protein stability, and to characterizing 
sequence variants including single or multiple amino acid substitutions [7].

Figure 7.2.13 illustrates an example using peptide mapping to detect one site of 
amino acid modification (E->H). The peptide mappings of 2 proteins are identical 
except the last peak (Peak 1 and Peak 2). Based on their masses obtained from mass 
spectra of the corresponding products (data not shown), Peak 1 (top) corresponds 

Figure 7.2.12: ESI-MS of intact and reduced mAb.
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to peptide D1YFPEPVTVSWNSGALTSGVE21TFPAVLQSSGLYSLSSVVTVPSSSLGTQTY-
ICNVNHKPSNTK, while Peak 2 corresponds peptide D1YFPEPVTVSWNSGALTSG-
VH21TFPAVLQSSGLYSLSSVVTVPSSSLGTQTYICNVNHKPSNTK, indicating the exist-
ence of one amino acid modification (E21->H). In this case, the modification was 
resulted from incorrect cDNA sequence. In this study, protein was digested with 
trypsin after subjecting the protein to reduction and alkylation sulfitolysis, a process 
that both reduces the disulfide bonds and alters the resultant-free thiols to produce 
the nonreactive thiosulfonate derivatives. The resulting peptides were separated by 
RP-HPLC-MS using a 5 μm, 300 Jupiter C18 column (4.6 × 250 mm) at a flow rate of  
0.25 mL min–1, with mobile phases containing 0.1 % TFA in water (solvent A) and  
0.09 % TFA in 90 % acetonitrile (solvent B).

Peptide mapping by LC-MS (MS/MS) is commonly used to characterize amino 
acid sequence coverage of a protein, N-terminal and C-terminal modifications, glyco-
sylation sites, disulfide bond linkages, degradation pathways such as deamidation, 
oxidation, etc.

Figure 7.2.13: Peptide mapping (TIC chromatograms) of 2 proteins with one 
site of amino acid replacement.
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7.2.1.5  Functional Assessment 
Functional assessment techniques measure the biological activities or potencies of 
therapeutic proteins; therefore, they are often called bioassays or potency assays. 
From regulatory perspective, potency is defined as the specific ability or capacity 
of the product, as indicated by appropriate laboratory tests or by adequately con-
trolled clinical data obtained through the administration of the product in the manner 
intended, to affect a given result.

For therapeutic proteins, 2 major types of assays have been used for functional 
assessment or evaluation of biological activity: cell-based biologic assays and non 
cell-based target-binding assays. Target binding assays, such as those measuring spe-
cific and functional relevant antibody-antigen and ligand-receptor association, may 
be an alternative in early product development. For latter phase, regulatory agencies 
generally require the use of cell-based activity assays, since they often consider that 
cell-based assays are more reflective of the in vivo situation and are recommended 
until a clear correlation with the alternatives can be established by extensive evidence 
and data. Sometimes they both are used in parallel during development, because of 
the larger variability of the cell-based (bioactivity) assays.

Analytical methods or formats to quantitatively assess specific molecular interac-
tions relevant to mechanism of action (MOA) are numerous, and the major 2 categories 
are enzyme-linked immunosorbent assay (ELISA) type and biosensor type, as shown 
in Figure 7.2.14. Both have advantages and disadvantages and can be implemented 
relatively easily, given good, critical reagents are properly developed.

The relevant cellular responses potentially being measured in cell-based bioas-
says for potency assessment are also numerous, including readouts such as phospho-
rylation of intracellular substrates, proliferation, calcium mobilization, adhesion, cell 
death and so on. In certain cases, one may need to develop cell lines or transfected 
cell or pseudovirus to express relevant receptors or reporter constructs. Alternatively, 
for mAb, the ability to block a response originated from a receptor/ligand interaction 
on the target cells may form the basis for a potency assay.

In addition, since biological activity of therapeutic antibodies is mediated by 2 
independent mechanisms, namely, the efficacy of therapeutic antibodies results from 
a specificity for the target antigen and from biological activities referred to as ‘anti-
body effector functions’, which are activated by the formation of immune complexes. 
Therefore, bioassays need to be developed to assess the effector functions of anti-
body-dependent cellular cytotoxicity (ADCC) and complement-dependent cytotoxic-
ity (CDC) through the constant region of the antibody (Fc) and of the direct induction 
of target cell killing. Development of an ADCC assay and CDC assay will need the criti-
cal reagents of fresh natural killer (NK) cells from human blood and human or rabbit 
complement samples, respectively.

Generally, bioassays have significant variability and a limited dynamic range for 
their activity curves. Such problems can make development and validation of these 
assays difficult (i.e., ADCC assay using NK cells) and FDA understands such difficul-
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ties. Nonetheless, we will recommend such assays because they are critical to under-
standing the importance of the in vivo responses of therapeutic proteins.

7.2.1.6 Impurity Assessment 
Ensuring high quality is essential for biopharmaceutical manufacturing, which 
includes the careful evaluate of the impurities in therapeutic protein products. The 
impurities can be divided into 2 main groups, those related to the protein product 
itself as some variants discussed above and those not related to the product. Prod-
uct-related impurities include those isoforms or protein with modifications that are 
proved to be nonactive or undesired because of safety or efficacy concerns, for which 
relevant analytical methods for these types of impurities have been discussed above. 

The not product-related impurities are those that are not derived from the 
expressed therapeutic proteins. They can be various types, depending on the expres-
sion system and what could be added or produced during the manufacturing process, 
two are common for all protein products and they are residual DNAs and proteins 

Figure 7.2.14: Two different methods for assessment specific molecular interactions: ELISA and 
biosensor assay.
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from the host cells. For antibody based therapeutic proteins, a third common type of 
impurities is the residual Protein A fall off from the use of affinity chromatography 
with Protein A as resin component.

Host cell residual DNA can be evaluated with 1 of 3 commonly used methods, 
quantitative polymerase chain reaction (qPCR), hybridization, and antibody based 
methods (see Figure 7.2.15), and all of which offer adequate sensitivities. For qPCR and 
hybridization methods, both will need the development of specific DNA probes, while 
for the threshold method it is relatively universal for measuring total DNA content.

Both host cell proteins and leached Protein A need to be evaluated through 
a quantitative ELISA method (as shown in Figure 7.2.14). Though the analyti-
cal methods are relatively straight forward for both residues, for host-cell protein 
evaluation the choice and development of the reagents (i.e., host-cell and process 
specific polyclonal antibodies and relevant protein impurity standard) used in the 
protein impurity assays are of challenges in terms of ensuring most, if not all, of 
the host-cell protein impurities can be detected. The typical approach is to use a 
commercially available reagent set for the early product development, and at some 
point, for example when clinical proof of concept is achieved, one could invest time 

Figure 7.2.15: Three different methods for assessment the host-cell residual DNA content: qPCR, 
hybridization, and threshold assays.
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and resources to develop a set of product-specific host-cell protein ELISA reagents, 
where company- and product-specific antigen is used to generate polyclonal anti-
body reagent.

7.2.2 Quality Control

7.2.2.1 Product Release
For clinical application, products are released according to a set of predefined 
specifications to ensure its intended use and consistency. ICH (International Con-
ference on Harmonization) Q6B defines specifications as a list of test, references 
to analytical procedures, and appropriate acceptance criteria, which are numeri-
cal limits, ranges, or other criteria for the tests described [26]. A material speci-
fication establishes a set of criteria to which a drug substance, drug product or 
other materials at different stages of their manufacture are quality-controlled for 
their intended use. Specifications are one part of a total control strategy designed 
to ensure product quality and consistency. Other parts of this strategy include 
thorough product characterization during development, upon which many of the 
specifications are based, adherence to the current good manufacturing practices 
(cGMP), a validated manufacturing process, raw materials testing, in-process 
testing, stability testing, etc.

Generally, the following tests and acceptance criteria are considered appli-
cable to all drug substances and drug products: appearance, identity, purity and 
impurities, potency, quantity, and several general pharmacopoeial tests. Pharma-
copoeial tests (e.g., endotoxin measurement) should also be performed on the drug 
substance, where appropriate. Additional drug substance specific acceptance cri-
teria may also be necessary, such as limits for those organic solvents, detergents, 
virus deactivation reagents, antibiotics that are applied during the manufacturing 
process, to ensure the clearance of these impurities to a safety level in the drug 
substance. Pharmacopoeial requirements apply to the relevant dosage forms. 
Typical tests found in the pharmacopoeia include, but are not limited to, sterility, 
endotoxin, microbial limits, recoverable volume in container, particulate matter, 
uniformity of dosage units, and moisture content for lyophilized drug products. If 
appropriate, testing for uniformity of dosage units may be performed as in-process 
controls with corresponding acceptance criteria. Formulation excipients, such as 
the added surfactants, sugars, antioxidants, amino acids, are also expected in the 
drug product specification to ensure the correct concentrations in the finished 
products.



 

592   7 Monitoring and Control of Processes and Products

Table 7.2.1 is a list of exemplary platform specifications for drug substance 
and drug product of mAbs.

Table 7.2.1: A platform specification of  drug substance and drug product for mABs.

Attributes Drug Substance Drug Product

Test Methods Acceptance Criteria Test Methods Acceptance 
Criteria

Quantity Protein 
concentration

XX -XX mg mL–1 Protein 
concentration

XX-XX mg per vial

Potency Cell-based or  
binding bioassay

XX-XX %
(relative potency)

Cell-based or  
binding bioassay

XX-XX % 
(relative potency)

Identity Peptide mapping Consistent 
with reference

Identity method Positive

Purity SEC (%) ≥ XX SEC (%) ≥ XX

CE-SDS (%) ≥ XX CE-SDS (%) ≥ XX

IEC (%) Main peak(s) ≥ XX IEC Main peak(s) ≥ XX

General pH Target ± XX pH Target ± XX

Osmolality Target ± XX Osmolality Target ± XX

Content 
of surfactant (%)

Target ± XX Content of  
surfactant (%)

Target ± XX

NA Extractable volume ≥ mL

Visible/subvisible 
particles

≤ XX

Impurity Bioburden ≤ XX CFU in 10 mL Sterility No growth

Residual DNA < XX ng per dose Bacterial  
endotoxin

≤ XX EU mL–1

Residual Protein A < XX ng per dose NA

HCP < XX %

7.2.2.2 Stability Study
The purpose of stability testing is to investigate how the quality of a drug product or 
drug substance is affected by different environmental factors such as time, tempera-
ture, humidity, and light, to establish a retest period for the drug substance, and to 
determine a shelf life for the drug product and recommended storage conditions. ICH 
quality guidelines Q1A [27] suggests that drug product batches applied in the clinic 
should be covered by a stability protocol for duration greater than its actual clinical 
use. The requirement may be satisfied by data from other relevant lots but the data 
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must meet the representative criteria in terms of production process and storage dura-
tion and conditions.

When analyzing stability samples, stability-indicating analytical methods should 
be applied. These methods must be validated to show their suitability in analyzing 
both impurities and degradation products in the stability samples. Stress testing in 
accelerated manner should be performed when validating the analytical procedures. 
Heat, acid/base, oxidation, agitation, and photo exposure are typical stress condi-
tions for these accelerated studies. These studies are meant to identify the degrada-
tion products and degradation pathways of the drug substance, and more impor-
tantly, to demonstrate that selected analytical methods are capable of analyzing the 
degradation products, i.e., stability-indicating. Then, a stability monitoring program 
must include the stability-indicating methods chosen based on upon the physical 
and chemical properties of the drug molecule, to address the attributes susceptible to 
change during storage and likely to affect the quality, safety, and efficacy of the drug 
in development.

Batch selection to be included in the stability program is often based on the 
drug development stage. Typically, the first preclinical batch or the first GMP batch 
is placed in the formal stability study during toxicology and phase I studies. Major 
changes in production process or formulation could necessitate additional batch of 
products be put on stability studies in addition to other studies. For final marketing 
application submission, it is recommended that at least 3 primary batches of drug 
substance and 3 drug product batches produced at minimum of pilot scale using a 
procedure that simulates the final manufacturing process are included in the stability 
program to generate at least 12 months of long-term stability data. 

In general for regulatory submission, long-term, real-time stability testing is 
performed at the proposed storage condition. Accelerated storage condition should 

Figure 7.2.16: Strategy of stability studies of biological therapeutics.
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also be included to generate around 6 months of data to evaluate the effect of short-
term excursions outside of the labeled storage conditions. For example, 12 months 
of long-term stability results at storage condition of 5 °C should be accompanied by  
6 months of results at 25 °C or higher. Long-term stability testing should be performed 
every 3 months during the first year, every 6 months during the second year, and 
annually thereafter. Accelerated study should be designed with the consideration of 
sample’s properties, but typically tested at the third and sixth months of storage. The 
overall concept of the stability study program is summarized in Figure 7.2.16.

7.2.2.3 Bio-comparability and Bio-similarity Assessments
It is worth to clarify the terminology first: A comparability exercise assesses prod-
ucts after a change has been implemented to a given manufacturing process by the 
same manufacturer and includes an assessment of the differences in manufacturing 
process controls. Comparability can be defined mathematically as the precondition 
for 2 products based on known parameters; it is demonstrated when the distribution 
of the postchange data set is similar to that of the prechange data set. The data sets of 
interest are those, which speak to clinical safety and efficacy.

A similarity exercise assesses products from 2 different manufacturing processes 
by 2 different manufacturers. Under the current regulations, similarity is demon-
strated with both preclinical and clinical bioequivalence regardless if the in vitro data 
are subset of the innovator’s product data set, whereas in comparability demonstra-
tion, clinic study can be reduced in scope or avoided. A biological product intended as 
a biosimilar is compared with a reference biological product that is already marketed 
for that indication. Similarity of these products cannot be established at present time 
by only physicochemical and in vitro methods.

Manufacturers of biotechnological products must frequently introduce manu-
facturing changes throughout clinical development and after obtaining marketing 
authorization approval. Reasons for doing so include process scale-up to meet supply 
demands, the need to move to a different manufacturing facility, and process optimi-
zation for improved quality and/or yield. It is necessary in the highly-regulated busi-
ness of pharmaceutical manufacturing to demonstrate to regulators that the quality, 
safety, and efficacy of postchange material does not decline from that which has been 
previously approved for human use. Guidance document Q5E from the International 
Conference on Harmonization (ICH) states “… in the design and conduct of studies 
used to collect the technical information to establish the comparability of pre-change 
and post-change products and, thereby, confirm that the manufacturing process 
changes did not have an adverse impact on the quality, safety, and efficacy of the drug 
product” [28]. For this reason, comparability exercises are performed.

What is required to demonstrate comparability and similarity will vary depend-
ing on the level of complexity of the manufacturing change(s), knowledge about MOA, 
and the phase of development (i.e., before or after clinical proof of concept or post 



 

 7.2 Analytical Techniques and Quality Control of Protein Therapeutics   595

licensure), and for similarity, the extent of in vitro characterization and the scope of 
planned clinic studies. Different from biosimilary demonstration, “if a manufacturer 
can provide assurance of comparability through analytical studies alone, nonclinical 
or clinical studies with the post-change product might not be warranted” (ICH Q5E) 
[28]. The general considerations are depicted in Figure 7.2.17.

7.2.3 Summary Remark

Analytical development for therapeutic protein and quality control are step-wise, 
development-stage specific and systematic approach, which begins with predefined 
critical quality attributes to ensure safety and efficacy. Throughout the process, 
science and risk-management considerations are applied to gain product and process 
understanding and ultimately quality control. Candidate analytical methods are care-
fully screened, assessed and developed along with appropriate, ever stringent spec-
ifications in hope to establish methods suitable for intended purpose, and further 
qualified, verified, and validated for quality “gate-keeping” by product release and 
stability monitoring.
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7.3  Process Characterization for Upstream and Downstream 
Process Development
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7.3.1 Introduction

The approach for development and characterization of biopharmaceutical manufac-
turing processes has been gradually changing since the introduction of Quality by 
Design (QbD) in 2002 by the US Food and Drug Administration (FDA) [1] in Pharmaceu-
tical cGMP practices for the 21st century. This initiative’s purpose was to enhance and 
modernize the regulation of pharmaceutical manufacturing and product quality [2]. 
The 21st century initiative embraced quality risk management and statistical concepts 
that have been evolving since the 1950’s in other industries [3, 4]. These concepts 
in other industries have led to increased process and product knowledge, reduced 
risks, and provided opportunities for continuous improvement. This has resulted in 
improved product quality with less product being rejected and improved manufac-
turing process efficiencies. The application of QbD principles offers similar potential 
benefits to biopharmaceutical manufacturing processes.

QbD is defined as a “systematic approach to product development that begins 
with predefined objectives and emphasizes product and process understanding and 
process control, based on sound science and quality risk management” [5]. QbD prin-
ciples and other related concepts are outlined in International Conference on Harmo-
nisation of Technical Requirements for Registration of Pharmaceuticals for Human 
Use (ICH) guidance documents Q8 (R2), Q9, Q10 and Q11 [5-8]. ICH Q8 introduces the 
concept of design space that links product and process knowledge to product quality 
and uses quality risk management. It encourages the use of these concepts through-
out the product lifecycle. Design space is defined as “multidimensional combina-
tion and interaction of input variables (e.g., material attributes) and process param-
eters that have been demonstrated to provide assurance of quality. Working within 
the design space is not considered as a change”. This implies the use of statistical 
methodology such as design of experiments (DoE) to identify process parameters 
that will impact product quality. The design space is a region of acceptable product 
quality and, if approved by regulatory agencies, could allow more flexibility to manu-
facturing processes for process improvements and potentially relief from regulatory 
post approval change process. Previously, the traditional approach used the proven 
acceptable range (PAR), which is a “characterized range of a process parameter, for 
which, operation within this range, while keeping other parameters constant, will 
result in producing a material meeting relevant quality criteria”. Using the traditional 
approach, the manufacturing process was fixed, relied on in-process and drug sub-
stance testing and allowed limited opportunities for process improvement. ICH Q9 
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discusses tools used in quality risk managements systems. ICH Q10 integrates QbD 
into the quality system. ICH Q11 provides further elucidation of ICH Q8, Q9, and Q10 
for the development and manufacture of drug substances. ICH Q11 clarifies that the 
“degree of regulatory flexibility is generally predicated on the level of relevant scien-
tific knowledge provided in the application for marketing authorization. Traditional 
and enhanced approaches are not mutually exclusive. A company can use either a 
traditional approach or an enhanced approach to drug substance development, or 
a combination of both”. This could be interpreted to mean that companies can use 
design space as applicable for a complete manufacturing process or portions of the 
manufacturing process based on relevant scientific knowledge. In addition, the FDA 
guidance for industry on process validation has been revised and updated in January 
2011 to integrate QbD principles [5] and with an emphasis placed on continuous veri-
fication and use of QbD principles, post approval in lifecycle management. Numerous 
publications have been written on QbD, in addition to recognized industry/regulatory 
collaborations for biopharmaceuticals [9-20].

This chapter will discuss the application of QbD principles to the characteriza-
tion of upstream and downstream manufacturing processes of monoclonal antibod-
ies and fusion proteins secreted by mammalian cells. The concepts covered here are 
broad and may be applicable to other expression systems. This chapter will show how 
quality risk management, scale-down modeling, DoE experimentation, and design 
space definition can be utilized to characterize and define a robust manufacturing 
control strategy that will provide the assurance of consistent product quality.

7.3.2  Overall Approach for Characterization of a Drug Substance  
Manufacturing Process

The goal of pharmaceutical development is to develop robust manufacturing processes 
that will consistently produce a quality product [6]. Product and process knowledge 
evolves and increases through the course of the development effort. The timing for ini-
tiating process characterization studies is dependent on acquiring enough scientific 
knowledge to make sound risk-based decisions on process parameters and quality 
attributes to be evaluated [8, 21]. In recent years, process characterization studies 
are being performed earlier than before because they are being incorporated into a 
comprehensive lifecycle approach to gain an earlier understanding of functional rela-
tionships between the product and process. An enhanced scientific and risk-based 
approach for characterization of a late stage drug substance manufacturing process 
is described in Figure 7.3.1. Characterization activities begin by assembling both prior 
product and process knowledge from a number of sources that is used to systemati-
cally evaluate, understand, and refine the manufacturing process [8]. The product 
knowledge, such as properties of the molecule and mode of action, data from in vitro, 
nonclinical and early phase clinical studies with the product or similar molecules, as 
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well as information published in the literature, are used in a risk ranking and filter-
ing (RRF) assessment to identify presumptive or preliminary critical quality attributes 
(CQAs) based on the quality target product profile (QTPP). The outcome of the risk 
assessment is used to prioritize level of criticality of quality attributes. The CQA criti-
cality analysis aids in determining the level of testing required for in-process inter-
mediates and drug substance and prioritizes the quality attributes that need more 
in-depth product characterization. Subsequently, CQAs are finalized and acceptance 
criteria ranges are established that will ensure patient safety and product efficacy.

Process knowledge from early process development and manufacturing expe-
rience, platform process formats and scientific literature are used in process risk 
ranking and filtering assessment to identify potential critical process parameters 
(CPPs) and/or key process parameters (KPPs) that may have an effect on CQAs for 
each process step. The identified process parameters are then evaluated for their effect 
on CQAs through a design of experiments (DoE) approach. Process parameters that 
impact CQAs are confirmed and predictive statistical models are built. These models 
are used to define the design space, i.e., process parameter ranges within each indi-
vidual process step that should meet desired drug substance quality targets. Verifica-
tion experiments are performed within the characterized region to confirm models 
are valid and test robustness of each individual process step. Worst case runs are then 
performed at the proposed action limits of the critical process parameters through 
the entire process, preferably from cell culture bioreactor to drug substance. This 
information is used to verify the design space and evaluate robustness between steps 
for the complete manufacturing process. Input process parameters are classified as 
critical process parameters (CPP), key process parameters (KPP) or non-key process 
parameters (N-KPP). CPPs and KPPs are process parameters that impact one or more 
CQAs and process consistency respectively [21]. Therefore they should be monitored or 
controlled to ensure the process runs consistently and produces the desired product 
quality [12, 21]. A failure mode and affects analysis (FMEA) risk assessment is then 
performed to identify modes of failure associated with controlled input parameters 
along with prioritization and mitigation of risks. The results of this risk assessment 
are used as an initial basis of the control strategy for the manufacturing process and 
the process performance qualification (PPQ) campaign. After PPQ, a follow-up FMEA 
risk assessment is performed, where the data from PPQ is used to refine the control 
strategy and finalize it prior to BLA filing. The last step is lifecycle management with 
continuous process verification and process improvement, but is not in the scope of 
this chapter. The next few sections will briefly discuss the main steps for process char-
acterization with examples from upstream and downstream processes.
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7.3.3 Risk Assessments 

Risk assessments are essential tools that are an integral part of quality risk manage-
ment. Risk assessment is not synonymous with risk management. Quality risk man-
agement is a “systematic process for the assessment, control, review and communica-
tion of risks to the quality of the drug product” [5]. It is a dynamic process and must be 
managed throughout the lifecycle of the product, process, or system [22]. Quality risk 
management includes 4 steps: risk assessment, risk control, risk review and moni-
toring, and risk communication. Risk assessment is the first step in the quality risk 
management process and is used to provide a scientific evaluation of risk to product 
quality and links it to patient safety. ICH Q9 defines risk assessment as “a systematic 
process of organizing information to support a risk decision to be made within a risk 
management process. It consists of the identification of hazards, and the analysis and 
evaluation of risks associated with exposure to those hazards” [5]. It is a means to 
identify and focus development efforts on the critical elements of a manufacturing 
process. Three basic questions are asked during the risk assessment process:
– What might go wrong?
– What is the likelihood it will go wrong (probability)?
– What are the consequences (severity)?

The output of a risk assessment is either a quantitative estimate of risk or a qualita-
tive description or narrative of a range of risk. There are many different types of risk 
assessments and it is important to understand the purpose and desired outcome of a 
risk assessment in choosing the appropriate tool. Risk assessment tools vary in their 

Figure 7.3.2: Summary of risk assessment methods and tools with increasing 
levels of detail and complexity.
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approach and rigor. Figure 7.2.2 shows some of the different types of risk assessments 
that are listed in ICH Q9 with increasing level of detail and complexity [23].

The 3 types of risk assessments commonly used during process characterization 
are risk ranking and filtering (RRF), preliminary hazard analysis (PHA) and failure 
mode and effects analysis (FMEA). All 3 of these risk assessments have been adapted 
from the original intended use and have been modified for use in the biopharmaceuti-
cal industry. Risk ranking and filtering and preliminary hazard analysis are typically 
used in the early phase of process characterization and are precursors to process and/
or product characterization studies. They both use a simpler method of analysis when 
prior knowledge is limited and take a high level view of risks. FMEA, on the other 
hand, is a type of risk assessment that uses more detailed analysis and requires more 
knowledge to evaluate risks. FMEAs have been used before and/or after process char-
acterization studies depending on the level of prior knowledge and its intended use. 
Application of these 3 common types of risk assessment used for process characteri-
zation is discussed.

7.3.3.1 Risk Ranking and Filtering
Risk ranking and filtering is a tool for comparing and ranking risks. Risk ranking of 
complex systems involves evaluation of multiple diverse quantitative and qualitative 
factors for each risk. The tool involves breaking down the basic question of risk into 
as many components as needed to capture factors involved in the risk. “Filters”, in 
the form of weighting factors or cutoff for risk scores, can be used to scale or fit the 
risk ranking to project objectives [5]. Several variations of this type of risk assessment 
is used in early characterization studies to identify process parameters to include in 
process characterization studies or used to identify potential CQAs. A few of these 
variations of this type of risk assessment are discussed.

The first application involves evaluation of product quality (PQ) attributes for 
their potential risk on drug safety and efficacy. PQ attributes are assigned 2 risk 
scores: the first one is an impact score (which measures the potential impact of the 
attribute on patient safety and efficacy) and the second one is an uncertainty score 
(which measures the certainty of the information used to assess the potential impact). 
An overall risk score, also known as risk priority number (RPN), is then generated 
for each attribute, by multiplying the impact score and uncertainty score. The set of 
RPNs form a risk matrix that is used to rank and filter the noncritical attributes from 
the critical ones using a cutoff RPN. This is used to determine the preliminary level 
of criticality of quality attributes, which aids in prioritizing the attributes to be evalu-
ated during characterization studies and deciding the level of testing required for in-
process intermediates and drug substance during such studies [1, 16]. 

In the second application, the purpose of the risk assessment is to determine 
which process parameter poses higher risk to product quality and need to be evaluated 
during process characterization. Since the initial list of potential process parameters 
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can be quite large, this risk assessment is used to prioritize and reduce the number of 
process parameters to be studied [19, 24]. The application of this risk assessment is vir-
tually the same as the first variation, except the potential impact of process parameter 
on CQA or process performance is evaluated instead of the impact of quality attributes 
on safety and efficacy of drug product. This impact score is similarly multiplied by 
the uncertainty score to generate an RPN. The subsequent risk matrix generated is 
applied to determine parameters that can be excluded from process characterization 
and those that should be included in either a univariate or multivariate study [1, 16].

A variation of the above RRF application is sometimes used to classify the poten-
tial impact of process parameters on CQAs, as well as possible interactions with one 
another. Process parameters are assigned 2 rankings: an impact score (as previously 
explained), which is multiplied by an interaction score (which measures the potential 
interaction with other process parameters). The ranking for impact to critical attrib-
utes are weighted more severely than impact to lower criticality attributes or process 
attributes. The overall risk matrix is used to determine if multivariate, univariate, or 
no further experimental studies are needed [16]. If the knowledge of the impact is 
unknown or very limited for a certain parameter, the highest risk score is assigned 
and the parameter is included in a multivariate study [1, 16].

7.3.3.2 Preliminary Hazard Analysis
Preliminary hazard analysis (PHA) is a tool of analysis based on the application of 
prior knowledge or experience of a hazard or failure to identify future hazardous situ-
ations that may cause harm as well as to estimate probability of occurrence. The tool 
consists of identification of possibility that risk happens, the qualitative evaluation 
of possible injury, a relative ranking of the hazard using a combination of severity 
and likelihood of occurrence and identification of possible remedial measures ICH 
Q9 [5]. In practice, PHA is similar to risk ranking and filtering with severity (similar to 
impact) being multiplied by likelihood of occurrence, instead of uncertainty of infor-
mation. PHA has also been used for CQA criticality analysis [16, 25] and for evaluating 
the potential of process parameter to impact CQA or process performance [22].

7.3.3.3 Failure Modes and Effects Analysis
Failure modes and effects analysis (FMEA) is one of the most widely used risk assess-
ment tools in the biopharmaceutical industry. FMEA is a risk analysis designed to 
identify potential modes of process failure associated with operational parameters 
that may affect the product quality (safety and efficacy) and/or process consistency. 
Risks are assessed based on their possible consequences and their probability of 
occurrence and detection [26]. Three risk scores, severity of failure, the expected 
frequency of occurrence, and the likelihood of detecting failure are multiplied to 
generate an overall risk score. A risk matrix is applied to classify the level of risk 
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as low, medium, or high. If this type of risk assessment is used before process char-
acterization, high-risk parameters are evaluated during DOE studies, medium-risk 
parameters are considered to be evaluated in a DOE study (with justification if not 
included), and low-risk parameters are not included in any study. However, there are 
some who argue that FMEA is not suitable in the early phase of process characteriza-
tion to identify potential CPPs for subsequent evaluation. The ICH Q8 definition of 
a CPP is “a process parameter whose variability has an impact on a critical quality 
attribute”. This definition refers only to the severity of harm, but not the probability 
of occurrence necessary for the definition of a risk. In addition, likelihood of occur-
rence is difficult to predict in the early stages of development when the availability of 
data is limited, especially at manufacturing scale, making FMEA less effective. FMEA 
is more appropriately applied after process characterization, it is used to identify and 
prioritize process parameters that have higher risks and generate a plan for mitigat-
ing and reducing the risks in advance of the process performance qualification (PPQ) 
runs.

Risk reduction and risk acceptance form the next step in the QRM process. ICH Q9 
defines risk acceptance as a decision to accept risk and risk control as actions imple-
menting risk management decisions. Risk reduction and risk acceptance are iterative 
steps and must result in a documented decision to reduce risk or acknowledge it is as 
low as reasonably practical and cannot be reduced further [22]. The final step in the 
QRM process is to communicate risk to key stakeholders and continuously review and 
monitor during lifecycle of the product.

7.3.3.4 CQA Criticality Analysis 
Detailed characterization of a late stage program begins with the patient’s safety 
and efficacy of the drug in mind. The desired quality attributes of the product are 
identified based on the quality target product profile (QTPP). The QTPP is a prospec-
tive summary of the quality characteristics of a drug product that ideally will be 
achieved to ensure the desired quality, taking into account safety and efficacy of the 
drug product [6]. From the QTPP, a list of quality attributes is created and prioritized, 
according to their criticality by using risk ranking and filtering or preliminary hazard 
analysis types of risk assessment. The evaluation requires a thorough understanding 
of the properties of the molecule and the mode of action, data from in vitro, non-
clinical, and early phase clinical studies with the product or similar molecules, as 
well as information published in the literature. Quality attributes are classified as 
either Critical Quality Attributes (CQAs) or non-Critical Quality Attributes (non-CQAs) 
based on this risk assessment. This binary classification is arbitrary because of the 
complexity of the structure-function relationships of large molecules and in reality 
is a continuum of criticality [16]. The primary benefit in performing this risk assess-
ment is prioritization of the level of criticality of quality attributes. The CQA criticality 
analysis is initially used to determine the quality attributes that need more in depth 
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product characterization. It is later used in process characterization to determine 
the level of testing required for in-process intermediates and drug substance and to 
define acceptable ranges for safety and efficacy.

The following excerpt describes an example of risk ranking and filtering risk 
assessment for determining the criticality of quality attributes of a humanized mono-
clonal antibody. The first step in the process is to list all the product quality attributes 
of the drug substance that may most likely affect safety and efficacy, which include 
immunogenicity, potency, and pharmacokinetic/pharmacodynamic (PK/PD). The 
quality attributes fall into 4 categories: product related substances, product related 
impurities, contaminants, and process related impurities. The process related impuri-
ties could either be derived from the host cell line (such as host cell protein and DNA) 
or from the raw materials used in the process (such as methotrexate and Protein A 
leachate). There are also obligatory CQAs in terms of composition and strength that do 
not need to be included in risk assessment. The risk analysis is performed by assign-
ing each attribute an impact score (on a scale of 4 to 20) and an uncertainty score 
(on a scale of 2 to 8), which collectively determine the criticality of the attribute. The 
assumption in performing the risk assessment is that quality attributes are not con-
trolled during the process. The impact score is multiplied by the uncertainty score to 
give an overall risk score (RPN). Quality attributes are classified as critical if RPN is 
above 24. Table 7.3.1 shows some of the product risk assessment results for a monoclo-
nal antibody and lists 16 of approximately 50 quality attributes evaluated during risk 
assessment. In reality, biological products are very complex and the number of poten-
tial products variants for a monoclonal antibody that may affect product quality, has 
been estimated at ~10 [8, 10].

Most quality attributes considered during risk assessment are classified as poten-
tial CQAs due to high uncertainty score because no specific data are available for the 
impact of such attributes. Some quality attributes are always considered CQAs, such 
as adventitious agents and bioactive process related impurities such as deoxyribonu-
cleid acid (DNA), host-cell protein (HCP), and Protein A, based on potential impact 
to patient safety [1]. Nonbioactive process related impurities, such as methotrexate 
and antifoam, are classified as non-CQAs based on the maximum amount of impu-
rity in 1 dose, assuming no clearance through the purification process [16]. Deter-
mining if a product related impurity is critical requires clinical studies evaluating 
the product variant or nonclinical PK studies conducted with purified or enhanced 
product variant in suitable animal models or toxicity or immunogenicity studies  
[1, 22]. Reducing the number of CQAs during product characterization studies 
becomes a major challenge, especially considering potential immunogenicity of a 
quality attribute. Product risk assessments are often performed early in the devel-
opment cycle and reevaluated and refined throughout the development lifecycle as 
more data becomes available [1, 22, 24, 25, 27]. Potential CQAs during development 
are confirmed as being truly critical based on suitable product data; however, in some 
cases criticality may never be fully elucidated.
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Table 7.3.1: Summary of product risk assessment using risk ranking and filtering tool evaluating 
potential impact on product safety and efficacy for a monoclonal antibody (PD/PK = pharmacodyna-
mics and pharmacokinetics, SAR = structure-activity relationship, RPN = risk priority number, CQA = 
critical quality attribute).

Attribute Impact Uncertainty RPN CQA/ Non-CQA Potential impact

Aggregates 20 5 160 CQA Immunogenicity and 
potency

Low molecular weight 20 5 100 CQA Potency

Host cell DNA 16 5 80 CQA Immunogenicity and 
safety

Host Cell Proteins 16 5 80 CQA Immunogenicity and 
safety

Protecn A leachate 16 5 80 CQA Immunogenicity 

Binding potency 20 4 80 CQA Potency

Adventitious agents 
(endotoxin, bioburden, 
viruses) 

20 3 60 CQA Safety

Polysorbate-80 12 5 60 CQA Potency and  
immunogenicity

Glycosylation 8 5 40 CQA Potency and PD/PK

Protein concentration 20 2 40 CQA Potency

Deamidation of Asn 12 3 36 CQA Potency

Methionine oxidation 8 2 16 Non-CQA None, based on SAR 
experiments

Galactosylation 8 2 16 Non-CQA None, based on SAR 
experiments

Methotrexate 8 2 16 Non-CQA Toxicity

N and C terminal iso-
forms

4 3 12 Non CQA None, based on SAR 
experiments

Antifoam C 4 2 8 Non-CQA Toxicity

7.3.4 Scale-down Modeling

7.3.4.1 Importance of Scale-down Models for Process Characterization
Scale-down models for manufacturing unit operations are critical tools used for 
process development and characterization to understand the impact of changes in 
input parameters on the process and product quality at the manufacturing scale. A 
sound scale-down model is the first step towards the successful definition of the man-
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ufacturing control strategy for input parameters used to keep critical quality attrib-
utes (CQAs) within an acceptable range.

Ideally, a manufacturing campaign would run smoothly; however, problems are 
often encountered as more batches are run for subsequent resupply campaigns. If 
the root cause analysis requires further experimentation, typically small scale is the 
preferred choice for such studies due to time and resource limitations of troubleshoot-
ing at larger scales. This requires an appropriate scale-down model for the process 
that is comparable to the manufacturing process in order for the investigation to yield 
the right conclusions. A strong scale-down model goes beyond achieving comparabil-
ity at operating setpoints; it also predicts the appropriate response as a function of 
changes in the process setpoints [28]. This is especially important for process char-
acterization, where experiments are conducted at bench scale in order to understand 
the impact of changes in input parameters on the process and product quality at the 
manufacturing scale.

7.3.4.2 Overall Methodology for Scale-down Model Development and Qualification
Figure 7.3.3 outlines the main steps for scale-down model development and qualifica-
tion, which are explained in the subsequent sections. It may be fair to say the strength 
of the process characterization package is only as good as the fit of the scale-down 
model to the manufacturing scale data. This begs the question of what needs to be 
matched and what are the criteria for a good scale-down model.

Types of Input Parameters for Scale-down Models
Since there are inherent differences between small scale and manufacturing scale, 
the exercise of developing a scale-down model is not trivial. Not everything can be 
matched, and not every parameter may affect the process or product quality. There 
are 2 main types of input parameters for a scale-down model of any unit operation: 
those that are independent of scale and those that are dependent. Scale independent 
input parameters must be maintained at the same levels as manufacturing. Exam-
ples from an upstream bioreactor include pH setpoint and temperature setpoint. For 
downstream unit operations such as chromatography, the wash, load, and elution 
pH and buffer conductivity are independent of scale. Scale-dependent input param-
eters are maintained at different levels depending on the scale. Some of them, such 
as feed volumes for bioreactors, scale linearly and are easy to set for a particular 
scale. However others are nonlinear in nature and require alternate approaches for 
scaling. Examples include agitation for all culture bioreactor, column diameter for 
a chromatography step and centrifugation RPM for the clarification step. Typically a 
complementary parameter that is not routinely measured is used as the scale-down 
principle to scale such parameters. This will be covered in more detail via examples 
from upstream and downstream.
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Yet another class of parameters that may be more qualitative in nature are opera-
tional parameters and protocols. They are typically scale-independent and must be 
matched or adopted for the scale-down system. An example is the sequence of steps 
in a unit operation. If the nutrient feed addition is performed after temperature shift, 
the same practice must be followed at small scale. The time taken to complete steps, 
the analytical assay equipment used and dilutions for assays may all have an impact 
on the final outcome of the operation and must be scrutinized closely. If an operation 
or step is deemed time sensitive, an effort must be made to mimic manufacturing 
scale as closely as possible. For example, due to processing volumes, the intermedi-
ate hold times between purification steps are usually much longer in manufacturing 
and should be assessed at small scale for any product quality related changes due to 

Figure 7.3.3: Main steps for scale-down model development and qualification 
(MVA = multivariate analysis).
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longer hold times. Other operational aspects that cannot be directly matched due to 
work flow or equipment limitations should be altered for small scale without chang-
ing the overall impact of the operation. As an example, for a process that requires 
cold feed, a temperature controlled feed tank is used in manufacturing. This may be 
altered at small scale by storing the feed bottles in a temperature controlled cold room 
and welding them on and off the bioreactor for feed as required.

Selection of Output Parameters for Scale-down Model Development 
Typically a set of output parameters that represent the performance of the process 
have to be matched across scales for successful scale-down model development. 
For example, for a cell culture production bioreactor process, growth, metabolism, 
titer and harvest product quality are the most important output parameters. Process 
outputs are monitored once per day and product quality mainly at harvest. Cell 
growth relates to cell density and viability on different days as the process progresses. 
Cell metabolism represents the “quality” of cell growth, and has an impact on process 
performance. Glucose and oxygen consumed by cells and lactate, ammonia and pCO2 
produced are some examples of metabolic output parameters. The cell growth and 
health of the cells impact the titer of the process.

In the downstream steps, as the process is more focused on purification of the 
protein, the performance parameters of interest include the step yield and are more 
heavily centered on the product quality. The more common attributes that are com-
pared include product high molecular weight (HMW) levels, product purity, product 
charge isoforms, and process related impurities such as HCP and DNA. The product 
quality of the protein at different steps all the way from harvest to drug substance 
impacts the safety and efficacy of the product. Hence, this forms the most important 
attribute to be matched for scale-down modeling. During process characterization, 
there is a constant effort to map the relationship of product quality to the process 
inputs and outputs.

Multivariate Analysis for Qualification of Scale-down Models
After the output parameters to be matched across scales are selected, statisti-
cal acceptance criteria are developed to qualify the scale-down model. A common 
approach used is univariate analysis, where each parameter at small scale is com-
pared to the corresponding value at manufacturing scale using statistical measures 
or by demonstrating equivalency of the parameters means at the different scales 
[29]. However, with increasingly complex multidimensional data sets being gener-
ated from cell culture and purification processes, it becomes difficult and inefficient 
to use a univariate approach. For example, cell culture processes are run in contin-
uum, which means for each output parameter there are as many parameters as there 
are samples taken during the time course of the run. Thus for a 17 day process with  
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20 output parameters and daily samples, a total of 360 variables have to be compared. 
The tool of choice to analyze such large datasets with statistical rigor is multivariate 
analysis (MVA) [30]. This method is able to examine multiple inputs and outputs at 
the same time and draw correlations or identify the main variables contributing to 
scale differences.

Briefly, all the variables for the scale-down model are lumped together and con-
verted into orthogonal components using principal component analysis (PCA), which 
is a form of MVA. Most of the variation in the data is accounted for by the first 2 compo-
nents of the model, and inclusion of the third component onwards should be consid-
ered depending on their significance. Thus the original n-dimensional variable space 
(360-dimensional in the previous example) is transformed into a two-dimensional 
component space. Each condition or batch is then represented by a single point in 
this two-dimensional space, as defined by its component scores, t1 and t2. The train-
ing set used for the PCA model mainly consists of data from manufacturing, and a  
95 % confidence ellipse is generated. In instances where manufacturing data may 
not be available, one may use data from the next highest scale (typically pilot scale) 
that compares well with manufacturing [14]. When the small scale data set is sub-
sequently overlaid on the training model, if the component scores are such that the 
small scale batches fall within the ellipse, then we could say with 95 % confidence 
that the scale-down model is statistically similar to the manufacturing scale.

As an example, multivariate analysis was applied to process variables for a cell 
culture process that was scaled up to 15,000 L scale. The 95 % confidence ellipse 
scatter plot (Figure 7.3.4a) showed that the small scale runs fell outside the confidence 
interval. Another way to look at this result is through batch control charts, where the 
progression of the batch in elapsed time is tracked using component scores. Figure 
7.3.4c shows that in the second half of the run, majority of the small-scale batches 
deviated away from the manufacturing average. Contribution plots were used to 
identify the main gaps between the 2 scales, which demonstrated that a number of 
parameters including pH, pCO2, osmolality, base addition, and titer were different 
from manufacturing in the second half of the run. After subsequent scale-down mod-
eling experiments, a kLa based scale-down model was developed. Figure 7.3.4b shows 
the new scatter plot with the scale-down runs within the 95 % confidence ellipse. The 
batch control charts now show a much better match with the manufacturing average 
in the second half of the run (Figure 7.3.4d). This exercise qualified the scale-down 
model to be used for further characterization of this process.

Although it was not included in this example, it is also possible and considered 
prudent to include product quality parameters in the multivariate analysis models. 
This will ensure that the scale-down model matches not just process performance 
compared to manufacturing but also product quality parameters. Finally, multivari-
ate partial least squares (PLS) analysis can be used for correlating 1 or more Y vari-
ables with several X variables.
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Figure 7.3.4: a) 95 % confidence ellipse showing small scale runs  
(light grey squares) fall outside the confidence interval and hence not  
statistically similar to manufacturing (black circles). b) Scale-down modeling 
was performed to match process parameters in the second half of the run. 
Scale-down runs (dark grey triangles) cluster with the manufacturing runs 
and are within the 95 % confidence ellipse, indicating a qualified  
scale-down model is generated. Manufacturing data set was used to build 
the training model over which small scale data was overlaid.

a)

b)
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Figure 7.3.4: c) Batch control charts showing manufacturing average (black 
solid line) and +/–3 standard deviations (black dashed lines). Trends for 
small scale runs (light grey dotted lines) show significant difference from 
the manufacturing average; runs are closer to the –3 standard deviations. 
d) Batch control charts for scale-down model runs (dark grey dotted 
lines) match manufacturing average quite well to indicate comparable 
performance.

c)

d)
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7.3.4.3 Examples of Scale-down Models from Upstream and Downstream
Section 7.3.4.2 outlined the general process for development and qualification of 
scale-down models. This section will focus on scale-down principles used for nonlin-
ear scaling of parameters for specific unit operations from upstream and downstream 
as examples.

Upstream Process: Cell Culture Bioreactor
Upstream processes for the production of a therapeutic monoclonal antibody or anti-
body like (Fc) fusion protein are carried out in bioprocess containers, such as shake 
flasks, wave bags, and bioreactors. A combination of these is typically used to expand 
the cells from vial thaw, while the final stage is in the production bioreactor, where 
the product is made. Thus generating a scale-down model for the cell culture produc-
tion bioreactor forms an important prerequisite for process characterization. Table 
7.3.2 summarizes some of the parameters and their types for a typical scale-down 
model for cell culture bioreactor.

Table 7.3.2: Partial list of parameters for scale-down model of cell culture production bioreactor 
grouped according to their type (* Power per unit volume or oxygen transfer rates used as scale 
down criteria for bioreactor agitation).

Type of Parameter List of Parameters

Scale independent Temperature, pH, dissolved oxygen set-points, seed density

Scale dependent linear Sparge caps, overlay, feed volumes

Scale dependent nonlinear Bioreactor agitation*, ratio of final over initial working volume

Operational Feed times, sequence of process changes, batch medium 
storage and equilibration procedures, assay equipment used 

A common theme that is true for any scale-down model for the cell culture bioreactor 
is that when some input parameters are matched some others may be mismatched. 
Often, this makes scale-down model development an iterative process, until the 
successful matching of predetermined performance parameters across the scales is 
achieved. Agitation is a key parameter that scales nonlinearly and 2 principles for 
scaling agitation are described here.

P/V model: Power per unit volume (P/V) describes the power that is transferred 
to the cell culture fluid through agitation per volume of fluid in the vessel. This is the 
classical method of scaling and models bulk fluid flow across scales, which impacts 
the mixing and shear stress profiles in the bioreactor [31-34]. The power imparted to 
the cell culture is calculated as

Power = Np ρN³D⁵ ,
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where Np is power number, D is impeller diameter, N is agitation speed, and ρ is the 
density of water = 995 kg m–3.

In this scale-down approach, the agitation for the scale-down model is set by 
matching P/V across scales. However, this type of scaling may lead to differences in 
mass transfer coefficients (kLa) for transfer of oxygen from sparged gas to the liquid, 
which in turn will lead to differences in the total amount of sparge per volume of cell 
culture per min.

Oxygen transfer rate model (or kLa model): Using the mass transfer coefficient 
(kLa) as the scale-dependent parameter to match will theoretically lead to the same 
sparge vvms (volume sparge per volume liquid per min) across scales. This is impor-
tant because sparge rates affect bubble-related shear and hydrodynamic stress in a 
bioreactor. It may however lead to higher P/V or higher turbulent shear at small scale, 
depending on the type of sparger used, hence there is a tradeoff. Practically though, 
the kLas differ and so do sparge vvms, but together they give the same oxygen trans-
fer rate (OTR). OTR is a function of kLa and oxygen driving force, as described by the 
equation

OTR = kL a (C * – C) ,

where C* is the oxygen concentration in the inlet gas stream and C is the bulk oxygen 
concentration in the liquid.

kLa can be empirically expressed as a function of agitation and sparge rates as

kL a = cN αQ β ,

where c, α and β are empirical constants, N is the agitation (rpm), and Q is the gas 
flow rate (slpm).

When agitation and sparge rates alone cannot be used to match kLa, another 
parameter that is sometimes used to modulate the kLa is the sparger type. Typically 
spargers with smaller hole size lead to higher kLa at the same sparge rates, due to 
increase in surface area of the bubbles. The graph below shows the impact of sparger 
hole size on the kLa (Figure 7.3.5). Thus, different sparger types may be used to bring 
the agitation into an operationally feasible regime for the particular scale-down 
system.

For shear sensitive cell lines, there may be a threshold agitation, sparge rate or 
bubble size to avoid in order to minimize shear damage to the cells. In such cases, 
the sparge composition can be manipulated to increase its enrichment in oxygen to 
enable the same or higher oxygen driving force to be achieved at lower total sparge 
rates. The downside of this technique is that the cells will be exposed to different 
localized concentrations of dissolved oxygen and different normalized sparge rates 
compared to manufacturing. This strategy was used for an internal project as summa-
rized by Figure 7.3.6. Figure 7.3.6a shows an increase in viable cell density, as the per-
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Figure 7.3.5: Calculated mass transfer coefficient (kLa) as a function of 
sparge vvm for 2 different sparger types. Sparger hole size and type have 
significant impact on kLa.

Figure 7.3.6: a) Viable cell density trends for different sparge gas compositions 
at small scale compared to performance in the 2,000 L manufacturing scale. As 
the percentage of oxygen in the sparge gas increases from 21 %  
(100 % air) to 100 %, the cells reach higher densities and match manufac-
turing. The air/O2 cascade condition corresponds to a P/V model where the 
percentage of oxygen in the sparge gas varies based on oxygen demand.

a)
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Figure 7.3.6: b) Total sparge rates (air + oxygen) on a vvm basis indicate 
that the air/O2 cascade condition has more than three times sparge than 
manufacturing towards the end of the process, while the 100 % O2 condi-
tion is comparable.

Figure 7.3.7: Example of scale-down modeling, where headspace gas 
can be manipulated to match pCO2 stripping rates from manufacturing. 
Scale-down model without any headspace gas has comparable pCO2 to 
manufacturing scale, compared to with headspace gas (SDM = scale-down 
model, HS = headspace).

b)
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centage of oxygen in sparge gas is increased, as this leads to lower total sparge. Figure 
7.3.6b shows that the sparge vvms for the 100 % O2 condition (OTR model) match the 
manufacturing scale better than the air/O2 cascade condition (P/V model).

Sparging pure oxygen can sometimes be used for better matching of pCO2 profile 
between scales. Li et al. [35] used this approach since the pCO2 in their small-scale bio-
reactor was significantly lower than manufacturing scale, due to inherent differences 
in stripping capabilities. Another approach to match pCO2 is to turn off headspace gas 
completely or add a small percentage of CO2 gas in the headspace. Figure 7.3.7 sum-
marizes the results when this was done for an internal project. The use of no overlay 
in the scale-down model matched the stripping rates at small scale with those at the 
manufacturing scale as shown by matching pCO2. This also resulted in better align-
ment of bioreactor pH, which is an important parameter affecting product quality.

Additional scale dependent parameters used for scale-down models for cell 
culture bioreactors include agitator tip speed, energy dissipation rates and mix times.

Downstream Process: Centrifugation and Chromatography
Figure 7.3.8 shows a schematic of a typical downstream purification process for a 
therapeutic monoclonal antibody or antibody like (Fc) fusion protein. The cell culture 
bioreactor is harvested using a continuous centrifuge to remove cells. The clarified 
cell culture is then filtered through depth filtration and polishing filtration trains to 
further remove smaller particles, which removes the risk of blocking the downstream 
chromatography columns due to deposition of solids on top of the adsorbent bed. 
Protein A affinity chromatography then serves to capture the product and to remove 
a majority of process related impurities and is followed by a low pH viral inactivation 
step. After this step, an additional 1 or 2 chromatography steps are utilized to further 
purify the protein removing both, process- and product-related impurities. These 
steps can be a combination of anion exchange, cation exchange, hydrophobic inter-
action, mixed mode, or ceramic hydroxyapatite chromatography. Chromatographic 
purification is followed by viral filtration and finally tangential flow filtration, which 
concentrates and diafilters the product into the desired formulation conditions.

All process steps are scaled down during process characterization studies and are 
assessed individually to show they are representative of the full scale manufacturing 
process. In this section, examples will be given for typical scale-down parameters and 
methodology for 2 of the steps, centrifugation and column chromatography.

Centrifugation is the initial step in the harvest clarification process and is typi-
cally used for microbial and mammalian cell culture for separating the cells from the 
culture broth. A disc stack centrifuge is typically used for this purpose and employs 
centrifugal force to separate solid cell debris from the liquid or cell culture superna-
tant. Cell debris and solid impurities are discharged from periphery of the centrifuge 
bowl using centrifugal force to drive the solids through an orifice while clarified cen-
trate is recovered from the center of the bowl.



 

 7.3 Process Characterization for Upstream and Downstream Process Development   619

The principle scale-down parameter for a centrifuge is Q/Σ, where Q is the flow rate of 
cell culture solution through the centrifuge and Σ is the area of a gravity settling tank 
that has equal sedimentation characteristics as the centrifuge, which is dependent 
on the mechanical design and geometry of a centrifuge [36]. Other parameters that 
should be kept constant upon scale up include the ratio of solids collection volume 
to total shot volume and solution properties of the feed material such as pH and tem-
perature. In addition, cell culture properties play a significant role in centrifuge per-
formance, thus culture variability in respect to cell densities, viability and duration 
should be minimized. Because of differences in equipment design between scales, it 
is challenging to replicate the exact process at small scale, where shear differences 
generate changes in the particle size distribution. Recently, some small-scale models 
have had success where cell culture is first sheared through a capillary or rotating 
device and then separated using bench scale centrifugation [37, 38]. However, these 
approaches have not yet been widely accepted. Instead, as a general practice, a pilot 
scale centrifuge of similar design is used to scale down the centrifugation process. 
Shown in Table 7.3.3 are types of scale-down parameters for a Westfalia CSC-6 disc 
stack centrifuge. At target operating conditions the clarification area of the CSC-6 cen-

Figure 7.3.8: Sequence of unit operations from 
cell culture to drug substance including the 
several purification steps for a protein molecule.
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trifuge is approximately 31-fold less than the centrifuge used at the manufacturing 
scale. The primary output parameters are step yield, clarity of the centrate, filterabil-
ity of the centrate, and amount of cell lysis.

Table 7.3.3: Partial list of parameters for scale-down model of a centrifugation step using a Westfa-
lia CSC-6 disc stack centrifuge, grouped according to type of parameter (* Q/Σ used as scale down 
criteria for centrifugation RPM).

Type of Parameter List of Parameters

Scale independent Cell culture duration, operating temperature, pH, cell culture 
and centrate storage temperature

Scale dependent linear Total shot volume, solids volume, backpressure

Scale dependent nonlinear Centrifugation RPM*, flow rate*

Operational Turbidity monitors, assay equipment used 

Downstream purification processes employ several different chromatography steps to 
purify the protein of interest, including ion exchange chromatography, hydrophobic 
interaction chromatography, and affinity chromatography. Chromatography separa-
tion is based on differential interaction of the product and impurities with the chro-
matographic absorbent. The protein is either bound to the column as impurities pass 
through and is later eluted (called bind-and-elute mode) or the impurities are cap-
tured in the column as the protein flows through (called flow-through mode). Scaling 
down a chromatography step is achieved by keeping scale independent parameters 
constant. These are the bed height and fluid velocity, which determine residence time 
in the column, as well as the ratio of process fluid volume to column volumes. This 
ensures that the column load (g product/L of resin) and the equilibration, wash, and 
elution volumes (in column volumes) are kept constant across scales. Typically, scale-
down is achieved by holding the residence time in the column constant (constant bed 
height and fluid velocity) and reducing the column diameter and thereby reducing 
column volumes and amount of product consumed. In addition, other scale independ-
ent parameters such as buffer composition, pH and conductivity, and temperature are 
maintained the same as manufacturing scale. The comparability of column packing 
is measured by height equivalent of a theoretical plate (HETP) and asymmetry factor. 
The small scale chromatography needs to meet the same criteria as manufacturing 
scale to demonstrate packing is comparable [39]. Finally, equipment and operational 
aspects must be matched as closely as possible. This includes tubing, pumps, control-
lers, UV monitors, detection equipment, and such. Product pool start and stop criteria 
must be matched with the manufacturing scale to ensure similar levels of yield and 
purity in the product streams [40]. Table 7.3.4 summarizes the scale-down parameters 
for a chromatography step.



 

 7.3 Process Characterization for Upstream and Downstream Process Development   621

Table 7.3.4: Partial list of parameters for scale-down model of a chromatography step, grouped 
according to type of parameter (* Bed height and fluid velocity used as scale down criteria for 
column diameter).

Type of Parameter List of Parameters

Scale independent Bed height, fluid velocity, equilibration, elution and wash 
volumes, buffer pH and conductivity, temperature

Scale dependent linear Product loaded, resin volume

Scale dependent nonlinear Column diameter*, flow rate*

Operational Column packing, tubing, pumps, controllers, UV monitors, 
detection equipment, start-stop criteria, assay equipment used 

7.3.4.4 Additional Considerations for Scale-down Modeling
In addition to qualifying a scale-down model at operating setpoints, it increases the 
credibility of the model if comparison is shown to manufacturing scale at different 
setpoints, if such at-scale data exists. Ultimately, the main use of scale-down models 
for process characterization is to test the process, as it would perform in manufactur-
ing, at different operating setpoints.

Product quality comparison across scales can pose several challenges. Sample 
handling and time of processing can change the quality of harvest material. Preproc-
essing steps such as low pH harvest can alter certain product attributes, and should 
be matched across scales for a meaningful comparison. Hold times and multiple 
thawing and refreezing cycles impact the quality of downstream process intermedi-
ates. It is important to obtain the product quality of the manufacturing scale from the 
appropriate step instead of drug substance for a head-to-head comparison. Retains 
from intermediate steps must be entered into the nonroutine sampling plan of manu-
facturing campaigns that will be used for scale-down modeling in the future.

A set of variables that are difficult to quantify or control include raw materials. 
Lot-to-lot variability in raw materials can complicate scale-down modeling efforts. 
Program timelines typically do not permit extensive evaluation of multiple lots of dif-
ferent raw materials. As a result, where possible, lots of raw materials already used in 
previous manufacturing campaigns should be used. If such material is not available, 
then the same vendor should be used for non-GMP raw material.

7.3.5 DoE for Process Characterization 

As outlined in Section 7.3.3, risk assessments help to identify the input parameters 
that could have the most influence on the process performance and product quality 
(performance parameters). However, it must be experimentally determined which of 
these parameters truly have a significant effect and by how much. This exercise is 
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the crux of process characterization, which forms the focus of this section. Figure 
7.3.9 outlines the flow chart for this experimental process, which mainly consists of 
screening, modeling and model verification experiments, before a design space could 
be built. The prerequisite for these experiments is to have a sound scale-down model 
that will predict the same outcomes in the manufacturing scale as obtained from the 
scale-down system (discussed in Section 7.3.4).

The most commonly used approach for process characterization is a design of experi-
ments (DoE) strategy, since (i) it requires less number of experiments compared to 
one-factor-at-a-time (OFAT) approach, (ii) it reveals any interactions between the 
different input parameters, which leads to sound predictions over the entire design 
space, and (iii) where optimization is concerned, it leads to the global optimum as 
opposed to a local optimum from OFAT testing [41-44]. There are numerous software 

Figure 7.3.9: Flow chart of the sequence of experiments for process 
characterization studies.
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programs available for setting up a DoE study and analyzing the results, including 
Design Expert (Stat-Ease), JMP (SAS Institute), Statgraphics (Statpoint Technologies), 
MODDE (Umetric), Minitab 16 (Minitab) and rsm package in R [45].

The first step in experimental design is to identify factors and responses; the 
factors are typically input parameters that can be controlled and are short-listed 
during risk assessment for their potential to impact the process performance and 
product quality, which form the responses. It may not always be feasible or econom-
ical to include all input parameters identified from risk assessments within a DoE 
mode. Sometimes it is easier to perform an OFAT study for such factors, especially 
when there is a low likelihood of interaction with other factors, based on prior process 
knowledge. Examples of such cell culture parameters include medium hold times and 
feed addition timings [14]. Some other parameters such as pCO2 levels and culture 
osmolality, which are outputs dependent on process inputs but can have a direct 
impact on process performance, are independently studied. It is important to have 
established analytical assays available for each of the process and product quality 
responses and have thorough knowledge of the assay variability, prior to embarking 
on process characterization.

7.3.5.1 Screening and Modeling Experiments
The DoE strategy for process characterization can be broken into 3 broad categories of 
experiments: screening, modeling, and model verification. The purpose of screening 
experiments is two-fold: 
1. Experimentally “screen” for the factors that impact the responses: Screening 

experiments are designed to identify significant main effects. This means that 
screening designs should have enough statistical power to confirm the signifi-
cant effect of a factor on 1 or more responses without being confounded by inter-
actions between other factors. This is called aliasing and an important aspect 
of the DoE design [41]. If 1 or more factors fall out due to insignificant effect on 
the responses, it reduces the resource requirement for the subsequent modeling 
experiments.

2. Revisit the experimental range of the factors: The testing range selected for the 
factors is a crucial design element of the DoE experimentation for process charac-
terization. The range should be wider than the operating range in manufacturing 
and should ideally encompass previous action limits for the parameter. Histo-
rical development and manufacturing experience must be thoroughly assessed 
to assist in the range setting process. This is illustrated by Figure 7.3.10, which is 
a modified version of illustration by Li et al. [35] of the different ranges associa-
ted with a given input parameter. Range 1, which is within the operating limits, 
may be too narrow to give a detectable signal over noise ratio, and the parame-
ter may not have a statistically significant effect on the response(s). For example 
Abu-Absi et al. [46] found from screening studies that temperature did not affect 
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N-glycosylation. However, when they widened the temperature range tested, a 
quadratic model was built and temperature was identified as a critical process 
parameter (CPP). Range 2, which goes beyond the known failure points, is too 
wide and will require repeating experimental runs with a narrower range. Range 
3 is the ideal range as it leads to the identification of the acceptable range, which 
is in between the operating range and the characterization range [46]. Appro-
priate action limits could then be set at or within the acceptable range for the 
parameter. Often, the edge of failure is not known and the range set during the 
screening experiments may be too wide or too narrow. Depending on the results 
from the screening experiments, the ranges for select input factors may need to 
be modified in order to capture the appropriate parameter space in the modeling 
experiments. Other common indicators of range modifications include
(i) identification of a process optimum at the edge of the current experimental 

space, indicating that the real optimum is outside this space, and
(ii) a product quality attribute is undesirable for a large fraction of the experi-

mental space.

Typically screening designs use a partial factorial design with at least resolution IV to 
be able to identify main effects. For resolution III designs, the main effects are aliased 
with 2-factor interactions and may confound the results obtained. As a rule of thumb, 
the power of the design should be at least 80 % for detecting signal/noise ratio of 2 or 
greater at 5 % alpha risk (i.e., 5 % chance of detecting false positive effects). In order 

Figure 7.3.10: Ideal range setting process.
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to increase the power of the design, the most straightforward method is by increasing 
the replicates or number of runs. Additionally, a good design should have adequate 
degrees of freedom for lack of fit and pure error, which is possible by increasing rep-
licates at the center point [41].

Since screening designs are usually very lean in nature, they cannot model 
quadratic effects or factor interactions due to aliasing. The next step after screen-
ing is modeling, where response surface methodology (RSM) is used to model the 
output responses (process and PQ parameters) as a function of the significant factors 
identified from the screening stage. Typically a new design is built after revisiting 
factor effects and their ranges. However in some cases, the factorial design used in 
the screening stage could be augmented to complete the modeling stage. To cite an 
example, an internal project tested the following 5 parameters during the screening 
stage using a resolution V fractional factorial design: pH, temperature, dissolved 
oxygen, seed density, and medium concentration. The medium concentration was not 
significant and the ranges of the factors were appropriate for modeling the responses. 
Hence, the factorial screening runs were just augmented with axial runs to complete 
a full central composite design (CCD) with 4 factors. Since the fifth factor was not 
significant, the 5-factor screening runs were still valid to be used towards the 4-factor 
CCD, based on the assumption that there was no impact from the fifth factor.

A central composite experimental design (CCD) is one of the most commonly used 
designs to build response surface models for bioprocess applications [44]. This design 
models quadratic effects with high quality predictions over the entire design space, 
when there is no limitation on the number of runs and there are no constraints that 
deem certain factor settings in the design space infeasible to run. It does not, however, 
take into account 3-factor interactions, which are aliased with 2-factor interactions. 
This is acceptable for bioprocessing applications as most interactions in upstream 
and downstream process development involve only 2 factors at a time. In special cir-
cumstances, other designs such as Box-Behnken, D-optimal or Plackett-Burman may 
be used. The Box-Behnken designs are useful for 3 to 4 factors, especially when the 
simultaneous extremes of all factors should be avoided for risk of process failure. This 
is because the design points are such that 1 of the factors is always at the center of its 
range. The Plackett-Burman designs are most relevant only for robustness testing of 
an existing model, since the aliasing is very complex and as a result they can model 
only main effects effectively. D-optimal designs are used when certain factor settings 
are not feasible to run in the design space because of physical constraints. The reader 
is referred to Montgomery [41] for detailed description of each of these designs since 
it is beyond the scope of this text. In the next section, we will focus on statistical and 
operational considerations encountered in the application of DoE experimental strat-
egy for upstream and downstream process characterization.
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Statistical Considerations
Typically, the software used to build the DoE strategy would ensure the design has the 
appropriate statistical rigor to make the necessary conclusions. However, the experi-
menter should scrutinize it closely to understand potential limitations of the design. 
One of the most important design parameters is the standard error of the design as a 
function of fraction of the design space (FDS), which is a measure of precision. This is 
then used to calculate the fraction of the design space that has the desired precision 
based on the maximum allowable half width of the confidence interval of a response 
and also depends on the actual standard deviation of the response in the design 
space. For process characterization RSM models, the FDS should be >90 %. The stand-
ard error decreases with increase in the number of runs, which is not always possible 
due to resource and scheduling constraints. As a result, to get a higher FDS, the more 
common approach is to allow for more variation in the confidence intervals compared 
to the standard deviation. Alternatively, if the overall variability of the process is mini-
mized leading to lower standard deviations, the FDS becomes larger. Finally if one or 
more model terms are not significant, it decreases the degrees of freedom required for 
the model, as a result of which there is an increase in the FDS.

Once the data is generated, it is important to check for normality of the residuals 
and remove any outliers that might increase the ‘lack of fit’ of the model. However, 
the degrees of freedom lost by removal of outliers may lead to inadequate fit for the 
model itself. If this is the case, such runs must be repeated. Sometimes the data may 
require a transformation to increase the accuracy of fit. This is especially true if the 
ratio between the maximum response value and minimum response value is greater 
than 10. The resulting analysis of variance (ANOVA) shows whether the model is sig-
nificant and which factors significantly impact the response. A statistical measure 
for the strength of the model is the value of the adjusted and predicted R-square. As 
a general rule of thumb, these should be at least greater than 0.5 and not more than 
0.2 apart from each other for a good model fit and prediction. The remaining degrees 
of freedom not explained by the model are lumped together to form the ‘lack of fit’. 
If the ‘lack of fit’ is significant, the fit of the model may be questionable, since this 
could happen due to a lot of variability in the data that could not be fit. In some cases, 
the error associated with repeatability at the center point (called ‘pure error’) is much 
less compared to the variability at the other design points, which could also lead to 
significant ‘lack of fit’. In such cases, if the R-square values are high, the model can 
still be considered valid.

The factorial designs generate linear models as a function of the significant 
factors, which are valid only at the corners of the design space. An additional statisti-
cal parameter called “curvature” is calculated for the overall model and is a function 
of how far off the actual response is at the center point from the hypothetical response 
assuming the linear model is valid over the entire design space. If the curvature is 
significant, the linear model is not sufficient to model the space, and a higher order 
model is required. Sometimes, if the responses at high and low levels of a factor are 
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very similar to each other, the screening model may not pick up the factor as being 
significant. However, this may not be true if the curvature is significant, since the 
curvature can be due to any factor(s).

Process or Operational Elements
Due to inherent biological variability, DoE results from cell culture experiments are 
often fraught with high standard deviations. This can be somewhat alleviated by 
implementation of appropriate controls. If the parameter setpoints for the control 
process are not at the true center of the design, then it is recommended to run a 
control condition with each experimental run, to account for any inoculum source or 
raw material variability. Blocking is also helpful in such scenarios, since it will help 
eliminate the effect of the variation before computing the model.

For cell culture processes, temperature and pH are the 2 most common factors 
that affect the process and product quality. In addition, other factors such as dis-
solved oxygen, seed density, temperature shift timing, culture duration, and feed 
percentages are often characterized. There may be instances where the effect of 1 
factor partially overlaps that of a closely interacting or dependent factor, and caution 
must be exercised when designing and analyzing such experiments. For example, 
the feed percentage variation results in higher or lower amount of nutrients per cell, 
while increasing or decreasing the seed density leads to a somewhat similar outcome. 
Similarly analyzing pH setpoint and deadband in the same experiment may be con-
voluted. As an example, a process with pH setpoint of 7.0 +/– 0.1 with a variation of  
0.2 pH units in setpoint and 0.05 pH units in deadband will result in the following  
5 combinations of pH ranges: (i) 6.75 to 6.85, (ii) 6.65 to 6.95, (iii) 7.15 to 7.25, (iv) 7.05 
to 7.35, and (v) 6.9 to 7.1. While this covers the entire pH range in 5 different regimes 
and could provide more resolution, from a strictly DoE perspective, the same could be 
achieved by just changing the setpoint by 0.25 units resulting in the following experi-
mental combinations: (i) 6.65 to 6.85, (ii) 6.9 to 7.1, and (iii) 7.15 to 7.35. This strategy 
would give similar information with less experimental input.

Another subject of discussion in setting up cell culture DoEs is whether to evalu-
ate inoculum and seed expansion stages separately than the production bioreactor 
stage. Since the main purpose of each of the inoculum expansion shake flask stages 
and seed expansion bioreactor stages is to expand cells to inoculate the production 
bioreactor, the characterization of these steps could be lumped together as the char-
acterization of a single unit operation to simplify the experimental design. However, 
the final seed bioreactor stage (N-1) may affect the production bioreactor performance, 
hence the N-1 stage is typically lumped with the production bioreactor stage. Abu-Absi 
et al. [46] followed this two-tiered approach.

Often the upstream and downstream groups work in a silo. Communication 
between the upstream and downstream groups is essential for developing a success-
ful control strategy. It is important to understand which product quality attributes do 
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not change through the downstream process and which ones do. This will determine 
where the primary control for that attribute should lie. For example, for most mono-
clonal antibodies, the glycosylation patterns affect the effector function [47] and are 
important CQAs to control. Typically, they do not change through the downstream 
process, hence it is very important to understand and quantify the level of control 
possible through the cell culture process for these glycoforms. On the other hand, 
host cell proteins (HCPs) are typically cleared downstream by several logs, and the 
HCP control should be predominantly a downstream effort.

Typically, each step in the downstream purification process is characterized 
independently of each other with their own dedicated DoE study [48-51]. However, 
there are times the starting impurity level can be high and impact the capability of the 
subsequent downstream steps to remove the impurity and are dependent on receiv-
ing representative feed streams from cell culture. In the industry, often the impact of 
incoming feed streams has been ignored. The output from the first column becomes 
the input for the next column. It can be difficult to control the output from the first 
column to the second column. If the variability is high in the eluate of the first column, 
one way to address this is forward linking of parameter, which is described below.

In the forward linkage approach (Figure 7.3.11) [52, 53], critical quality attributes 
are identified and incorporated as input parameters in each of the purification unit 
operation statistical designs. Load pools are generated for each unit operation that 
represent low, mid, and high levels of the critical quality attributes. The screening 
and modeling experimental design for each purification step is constructed by insert-
ing these attribute load ranges from the preceding step as input factors. The attribute 
ranges investigated are made wide during the screening design to potentially find the 
edges of failure and narrowed during the modeling designs, if needed. This approach 
can help build a better understanding of the impact of one process step on a subse-
quent step. In cases in which a small number of critical quality attributes are identi-
fied, the generation of load pools can be straightforward. However, if a large number 
of critical attributes are identified, it may not be possible to generate 3 load pools that 
represent the full range for each attribute. In this case, a ranking of the attributes may 
have to be used in order to include a full operational range for the most critical of 
the attributes within these established product quality and/or process performance 
limits.

Figure 7.3.11: Forwarding linking approach.
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7.3.5.2 Model Verification Experiments
The final stage in DoE modeling is to verify the models created for each of the 
responses. This is an important step with multiple applications:
1. it verifies the model predictions at different spots in the design space and identi-

fies regimes where the prediction is weaker or stronger,
2. it confirms if the model is systematically under- or over-predicting in the design 

space, and
3. it confirms the control strategy definition (Section 7.3.7), by additional verifica-

tion runs at the proposed action limits for the process.

There are 2 aspects to consider when choosing verification points:
1. the points should be well distributed across the entire design space in order to 

check for model predictability across the entire space,
2. the predicted value of the responses at the points should encompass the entire 

range of the values of the responses obtained from the DoE experiments.

This checks if the model is equally predictive, irrespective of the actual levels of the 
responses. If the model verification run results fall within the 99 % prediction inter-
vals from the predicted mean, the model can be considered predictive. However, care 
must be taken to interpret the prediction intervals, since intervals wider than the 
assay variability combined with process variability may result from high variability 
in the experimental data set.

Sometimes, verification runs are also used for robustness testing. In this case, a 
lower resolution design (such as res III) is created, in which the factors are changed 
in smaller increments around a point of interest, such as a process optimum or an 
action limit [44]. This will verify that the response is robust against small changes in 
the input factors in regimes where it is expected to be.

7.3.5.3 Model Augmentation
Augmenting a model means adding more experimental points to make an existing 
model stronger. Adding axial points to the design after the factorial runs are com-
pleted is an example of model augmentation, where a linear model is augmented to 
a quadratic model. Model augmentation is typically done when the existing model 
has limitations significant enough to warrant the investment of resources for addi-
tional experiments required for filling the gaps. There are several ways of augmenting 
a model, and the choice is made based on the particular scenario. It may range from 
just repeating a few design points that were outliers, or adding a few extra points in 
a particular regime of importance within the design space to get better predictions, 
to adding an entire set of extra factorial or axial conditions by expanding the design 
space in 1 or more directions. A scenario when the latter is typically chosen is when 
the desired optimum is outside the existing design space. Most DoE software has built 
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in algorithms to augment designs and evaluate the new power and other statistical 
measures for the design.

7.3.5.4 Design Space Definition
When all the upstream and downstream process steps are fully characterized and 
predictive models generated, design space establishment can be initiated. The pre-
dictive models can define the process parameter ranges for assurance of acceptable 
quality. Models for each process step are first analyzed separately to determine the 
capability of the step to perform its intended function. Initial analysis illustrates that 
only a few process parameters can impact CQAs and confirms critical process param-
eters. These CQAs are found to be controlling output parameters that constrain the 
design space for each process step. Process models developed from characterization 
studies are then analyzed in combination to link the individual process steps and 
assign acceptable process parameter ranges for each process step when viewed in 
the context of the entire process. This is accomplished by defining the limits for each 
CQA in the drug substance and then propagating back through the process using the 
models to determine CQA limits that can be fed into each subsequent process step. 
The CQA design space boundaries have been defined in literature based on either the 
confidence interval [1], prediction interval [16], or the tolerance interval [28], depend-
ing on the desired level of control. Once these intermediate quality levels are estab-
lished, process input parameters can be constrained to ensure that quality levels do 
not exceed these levels and ensure that final levels do not exceed their limits. The 
process parameter ranges that ensure each CQA within desired limits may or may not 
overlap and the most restrictive process parameters will constrain the process param-
eter limits that will define the process design space for each step.

A design space can be established for one or more unit operations, or a single 
design space can span multiple unit operations [6]. The choice of unit operations to 
include in a design space depends on the amount of relevant scientific knowledge and 
the degree of desired operational flexibility. Thus, a design space linkage through the 
complete manufacturing process to the drug substance allows the maximum manu-
facturing flexibility, but could have the most regulatory scrutiny. On the other hand, 
design space linkage through only 1 or 2 unit operations may potentially allow for a 
simpler regulatory approval. This can be a great option if these 2 steps provide the 
greatest opportunity for increased process robustness to the overall process.

7.3.6  Upstream and Downstream Process Characterization Case Study  
for a Monoclonal Antibody

The following sections provide a case study for the process characterization and 
design space definition of a humanized monoclonal antibody along the lines of the 
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concepts discussed in Sections 7.3.3 to 7.3.5. Prior to performing process characteriza-
tion studies, product quality and process performance attributes to be tested at each 
process step were identified. This activity depends on the function of each individual 
process step within the manufacturing process. Individual process steps do not affect 
all CQAs [1]. Table 7.3.5 shows a list of the most relevant CQAs and process perfor-
mance parameters tested at each individual process step based on previous develop-
ment and manufacturing history for a monoclonal antibody. The purpose of the cell 
culture inoculum expansion train is to expand cells for inoculating the production 
bioreactor, and there is no accumulation of product during such steps. Hence, it is 

Table 7.3.5: Process steps and CQAs evaluated at each upstream and downstream step for a mono-
clonal antibody (ProA = Protein A, VI = viral inactivation, CEX = cation exchange chromatography, 
AEX = anion exchange chromatography, VF = viral filtration, TFF = tangential flow filtration, LMW = 
low molecular weight).

Production 
Bioreactor

Centrifuga-
 tion

ProA VI AEX CEX VF TFF

Product-related substance  
or impurity

Aggregation        

LMW       

Low pI isoforms      

Galactosylation     

Oxidation     

Process-related impurities

HCP     

DNA     

Antifoam C     

Protein A  

Process performance

Cumulative cell mass 

Yield        

Turbidity 

Processing time 

Flux 

Adventitious agents

Viruses      
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not expected to impact product quality, but only process consistency. The exception 
to this could be the couple of seed bioreactors immediately preceding the production 
bioreactor, since these stages could directly impact the health of the cells and the 
initial trajectory of the process in the production bioreactor. The production bioreac-
tor process parameters have the potential to impact all product related substance and 
impurities as well as most process related impurities. On the other hand, the down-
stream process parameters’ potential impact on quality attributes vary based on each 
process step’s capability and intended function. Multivariate DoE studies are typically 
performed for all steps except, cell culture inoculum train, viral inactivation (VI), and 
viral filtration (VF). Univariate studies are performed for these steps because no inter-
action between process parameters is expected.

7.3.6.1 Process Risk Assessment
A risk ranking and filtering tool, similar to the one used in the CQA criticality analy-
sis was used to focus the characterization effort on the few most important process 
parameters that may affect product quality and process consistency. The anion 
exchange chromatography step is used here as an example to illustrate this. The 
impact score (on a 1 to 5 scale) is multiplied by the uncertainty score (on a 2 to 6 scale) 
to generate the RPN. Table 7.3.6 shows the definition and scoring system used for the 
RRF risk assessment. Figure 7.3.12 shows a Pareto plot of the scoring results from the 
risk assessment. Load HCP is an output parameter from the previous chromatography 
step, but can have a significant effect on the AEX step capability to remove additional 
HCP, so it was included in the DoE study. Process parameters with RPN ≥ 10 were 

Figure 7.3.12: Pareto plot showing results from risk assessment. The high risk process parameter 
RPN  threshold was set at ≥ 10, medium risk process parameter RPN threshold was 6 to 9; such 
parameters maybe included in the DoE study and justification is provided if not included, low risk 
process parameter RPN threshold was <5, for which no further study is required. Process parameters 
highlighted in black were included in the DoE study.
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included in the DoE, along with equilibration conductivity and wash volume with 
RPN of 6 to 9 in the medium risk range. Column bed height and load fluid velocity 
together can have an effect on the product residence time in the column. Fluid veloc-
ity was given a higher RPN of 15 and included in the DoE study. At the same time, bed 
height was given a lower RPN of 9 because it can be tightly controlled in manufactur-
ing and hence not included in the DoE study.

Table 7.3.6: Definitions and scoring system for a process risk assessment using rank ranking and 
filtering tool (CQA = critical quality attribute).

Impact Uncertainty

Risk Score Definition Score Definition

High 5 Significant effect on a CQA 6 Effect not known: limited or no know-
ledge over planned range 

Medium 3 Moderate effect on CQA and a 
significant effect on process 
consistency

3 Possible effect: theoretical knowledge 
indicates parameter may have an effect 
over planned range

Medium/
low

2 Minor effect on a CQA or a 
moderate effect on process 
consistency

– NA

Low 1 No effect on CQA and/
or process consistency

1 Known effect: experimental and/or 
historical data shows parameter clearly 
demonstrates effect on attribute

7.3.6.2 Screening and Modeling Designs
The RRF assessment outlined above was conducted for all process parameters for 
each unit operation. Results of the assessment summarizing potential CPP and key 
parameters included in the screening experiments are shown in Table 7.3.7, along 
with the initial characterization study performed. Both multivariate and univariate 
studies were performed for the initial screening step for the cell culture bioreactor. 
Full factorial was performed using pH lower limit, seed density, and feed timing. 
All other production process parameters were evaluated at center points as well as 
high and low extreme set points to challenge the potential process action limits. At 
least 2 replicates were performed for each test condition in all experiments. Less than  
5 process parameters were identified as potentially having significant impact on the 
centrifugation step, hence predictive response surface modeling experiments were 
performed directly. A central composite design was chosen for centrifugation because 
curvature was expected in the characterization space being evaluated based on previ-
ous experience. Fractional factorial resolution IV designs with at least 4 center points 
were selected for all other process steps. As explained in Section 7.3.5.1, these are good 
for identifying main effects and are suitable for the initial screening experiments.
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Process parameters identified as being significant during screening studies were 
carried forward into the modeling design phase of development, as shown earlier in 
Table 7.3.7. An exception to this was the AEX chromatography step, since the resolution 
IV fractional factorial design was adequate to predict product quality and process per-
formance. For all other process steps, process-modeling experiments were performed 
using either central composite or D-optimal response surface experimental designs to 
build predictive models. The results of these studies confirmed or eliminated significant 
parameters identified in screening designs and identified critical interactions between 
process parameters using ANOVA analysis. Detailed models for the centrifugation and 
Protein A steps are described by Cecchini [19]. Table 7.3.8 summarizes the ANOVA for 
anion exchange (AEX) chromatography to illustrate characterization of a process step 
that can be used to define a design space for the step. The fractional factorial design was 
comprised of 40 experiments, divided into 4 blocks with 2 center points per block, to 
examine the impact of the 10 factors on process responses.

Table 7.3.8: ANOVA of AEX chromatography step. Process parameter considered significant if 
p-value ≤ 0.05, lack of fit of model considered significant if p-value ≤ 0.05. Square root transforma-
tion was required to fit a normal distribution. R2 values were calculated to examine the fraction of the 
overall variation that is explained by the model. The adjusted R2 value is adjusted for the number of 
terms in the model relative to the number of points in the study. Predicted R2 values were examined 
to evaluate how well the model will predict future experimental data (PP = process parameter).

Process Parameter HCP (ppm) – p-Value % Relative Contribution (PP Sum  
of Squares/Total Sum of Squares)

Fluid velocity (cm h-1) –

Equilibration pH –

Equilibration conductivity (mS cm_1) –

Load capacity (%) –

Load HCP (ppm) <0.0001 34 %

Load pH *

Load conductivity (mS cm_1) <0.0001 43 %

Wash pH  *

Wash conductivity (mS cm_1) 0.0217 1 %

Load HCP*load conductivity <0.0001 22 % 

Lack of fit 0.3281

R2 0.9657

Adjusted R2 0.9595

Predicted R2 0.9377

Transformation square root
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Load HCP, load conductivity, and the interaction between them were found to signifi-
cantly influence output HCP levels, as illustrated by Figure 7.3.13. Aggregate percent-
age, low molecular weight impurities, low pI isoform levels and yield were evaluated 
during AEX chromatography experimentation, however none of the parameters had 
significant influence on these CQAs or performance attributes. DNA was below the 
limit of quantitation for all experiments. In addition to identifying the significant 
parameters that influence HCP, a mathematical model was developed to predict HCP 
levels in the AEX flow-through pool. Adjusted and predicted R2 values illustrate the 
model’s ability to fit the experimental data set and predict response values, which 
were both >0.9. This model was utilized to help define the design space, as explained 
in the next section.

7.3.6.3 Design Space Establishment
Once the DoE experiments were completed and process models were built, the infor-
mation was used to establish design space linkage through the complete manufac-
turing process to drug substance as illustrated in this section. The cell culture pro-
duction bioreactor process was shown during process characterization studies to be 
very robust and to consistently produce low levels of product-related impurities over 
the complete process parameter range evaluated (e.g., aggregate LMW was less than  
1 %, charged isoform and various glycoforms were within historical ranges). As a 
result, downstream purification was not required for reduction of these impurities and 
a design space for these attributes could be directly established, relating cell culture 
parameters to levels in the drug substance. In addition, the purification process was 
capable of removing process-related impurities (HCP, DNA, and cell culture additives) 

Figure 7.3.13: Contour plot from the process characterization of the AEX chromatography showing 
the interaction between load HCP and load conductivity.
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Figure 7.3.14: a) Design space for cell culture production bioreactor. The design space is constrained 
by cell culture titer for process consistency and is depicted within the red border. Temperature and pH 
were the most significant process parameters that effect product quality and consistency.  
b) Centrifuge/Protein A design space. The area within the red box represents the combination of 
all levels of harvest pH, Protein A wash concentration and elution velocity that produce a Protein A 
eluate with HCP levels less than 2,540 ppm within 99 % prediction intervals. Numbers represent the 
following operating regimes: 1. neutral pH operating space, 2. low pH harvest operating space,  
3. maximum robustness space. 

a)

b)
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to below set limits in the drug substance even when they were generated or used in 
cell culture at maximum levels. Thus, the cell culture design space spanned the com-
plete process parameter range that was evaluated during characterization.

Product titer was the only attribute that constrained the cell culture bioreactor 
operating space to maintain process consistency and is depicted in Figure 7.3.14a. The 

Figure 7.3.14: c) CEX design space. The area within the red box represents the combination of all 
levels of load HCP, pH and NaCl concentration that produce a CEX chromatography eluate with HCP 
levels less than 1,000 ppm within 99 % prediction intervals. d) AEX design space. The area within 
the red box represents the combination of all levels of load HCP and load/wash conductivity that 
produce AEX chromatography flow through with HCP levels less than 51 ppm within 99 % prediction 
intervals.

c)

d)
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blue filled area shows design space with average titer 2.3 g L–1 at target conditions and 
lower 99 % prediction interval (PI) limit constraining the operating space at 1.1 g L–1 
under process limit conditions. The striped area shows the process parameter action 
limit range for maintaining control of the product titer. Predictive models were built 
for cell mass at harvest at 40 % cell viability, product titer and glycosylation with 
temperature and pH having the most significant effect on these attributes. Models 
could not be built for other product-related (aggregate, LMW <1 %, charged isoforms) 
and process-related (HCP, DNA, and cell additives) attributes because no significant 
process parameters were identified. These output variables were within the noise of 
process variation and ± 3 standard deviations were used to estimate variation of these 
quality attributes in the cell culture.

The evaluation of downstream operation linkages focused on the removal of pro-
cess-related impurities beginning at the centrifuge clarification step. Process related 
impurities included DNA, HCP, rProtein A leachate, and cell culture additives. All 
process-related impurities were reduced to below the limit of quantification (LOQ) 
after the anion exchange chromatography step with the exception of HCP. Therefore, 
process parameters influencing HCP constrained the design space for downstream 
process steps and were used for establishing process step linkages for this particular 
manufacturing process.

The drug substance design space was established by linking models from char-
acterization experiments to determine the multidimensional set of operating param-
eter ranges that assured acceptable product quality. The drug substance (DS) action 
limit for HCP was ≤ 25 ng mg–1 (ppm). The full design space to achieve this is depicted 
graphically in 7.3.14b to 7.3.14d for the Protein-A, CEX, and AEX chromatography steps. 
The design space for the VF and UF/DF operations was the full range of the param-
eters tested during modeling studies.

Parameter ranges, which ensure operation within the design space, are illustrated 
in Table 7.3.9. This demonstrates that operating the manufacturing process even with 
all variables set to worst case levels would result in a maximum HCP level in the drug 
substance of 25 ppm based on model prediction intervals (99 %).

With the design space defined, alternate operating spaces can be examined that 
could potentially improve the process. Harvest pH and Protein A wash parameters 
were found to interact and contribute significantly to HCP removal during the purifi-
cation process. Figure 7.3.14b illustrates the impact of these parameters on protein-A 
eluate HCP levels. By lowering the cell culture bioreactor pH prior to harvest from pH 7 
(Region 1 in Figure 7.3.14b) to pH 5 (Region 2 in Figure 7.3.14b), cells and cell debris 
flocculate and particulates are more efficiently removed by centrifugation. Lowering 
the pH had the added benefit of greatly reducing DNA level to close to assay level of 
detection level and lowering HCP levels two- to fivefold [19]. This change could elimi-
nate an expensive chaotrope wash, that was difficult to handle, and an environmen-
tally unfavorable component of the waste stream. Alternatively, low pH combined 
with a chaotropic wash (Region 3 in Figure 7.3.14b) could add increased robustness for 



 

 7.3 Process Characterization for Upstream and Downstream Process Development   641

HCP removal for the remainder of the manufacturing process. Movement to this new 
area demonstrates the harvest and Protein A steps can reduce HCP to similar levels 
< 1,000 ppm as are seen after the cation exchange (CEX) chromatography and could 
potentially facilitate removal of this step.

Table 7.3.9: Operating space definition within the design space using HCP as the limiting CQA.

Process Step Factors that Signifi-
cantly Influence 
HCP

Factor Ranges that Assure  
Operation within the Design 
Space 

Maximum 99 % HCP 
Prediction throughout 
the Design Space (ppm)

Production  
bioreactor

No significant  
parameters

N/A 1,972,737

Centrifugation Harvest pH Interaction: see design  
space in Figure 7.3.14b

Harvest pH = 4.5 to 7.3 if wash 
concentration = 3,800 to  
4,200 mmol L–1

or
Harvest pH = 4.5 to 5.1 if wash 
concentration < 3800 mmol L–1

1,380,000

MabSelect  
chromatography

Harvest pH 2,540

Chaotropic wash  
concentration  
(mmol L–1)

Elution velocity  
(cm h–1)

100 to 450

CEX  
chromatography

Elution pH 5 to 5.6 1,000

Elution [NaCl]  
(mmol L–1)

125 to 165

AEX  
chromatography

Load conductivity 3.6 to 5.0 51

Wash conductivity 3.6 to 5.0

Viral filtration Load concentration 
(g L–1)

0.8 to 3.2 43

UF/DF None, UF/DF  
provides an  
average reduction 
factor over all  
process ranges  
tested

N/A 25

7.3.7 Manufacturing Control Strategy

As outlined in Figure 7.3.1, the main objective of product and process characteriza-
tion is to define the manufacturing control strategy for process performance qualifica-
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tion (PPQ) runs and the proposed commercial process. This section will discuss how 
the control strategy is set once the characterization package is generated. The main 
steps involved are (i) process parameter classification, (ii) action limit setting, (iii) risk 
assessment, and (iv) PFD documentation and batch record review.

7.3.7.1 Process Parameter Classification
Process parameters can either be inputs or outputs. Process control is the demonstra-
tion that controlled parameters (inputs) can be maintained within their acceptable 
limits and, as a result, performance parameters (outputs) remain within predicted 
limits. The inputs are tested during process characterization and any input that sig-
nificantly impacts one or more critical quality attributes (CQAs) is classified as a criti-
cal process parameter (CPP). CPPs have action limits which when exceeded leads to 
a major process deviation. On the other hand, if an input parameter affects only the 
process or non-CQAs, it is classified as a key process parameter (KPP). If action limits 
for KPPs are exceeded it results in a minor process deviation. Sometimes an alternate 
approach is taken by completely removing action limits for inputs that do not affect 
process or product quality. This approach avoids having a lot of nuisance deviations, 
but strong justification must be provided for such classification. In a similar fashion 
to the inputs, the output parameters are also classified in the order of their criticality. 
An extremely critical output is one whose specifications have to be met, or the batch 
is terminated. Examples include microbial, viral, or mycoplasma contamination in 
the harvest sample and post-use integrity test of filters prior to bottling of drug sub-
stance. The less critical ones such as cell densities and viabilities in the upstream 
expansion and production bioreactor stages have action limits, while the noncritical 
ones do not. Accurate parameter classification is essential to understand the triggers 
and levers for process control.

7.3.7.2 Action Limit Setting
Setting of action limits for the parameters is the main step for control strategy defini-
tion. Normally, wider action limits are preferred by manufacturing due to operational 
flexibility; however, this may increase the risk of driving product quality outside of 
its specifications. Hence, a balance between these 2 aspects has to be taken into con-
sideration while setting the action limits. The collective body of knowledge generated 
from the SAR studies on the product (product characterization) and CQA response 
surface models as a function of inputs (process characterization) is used to define 
the acceptance criteria for the CQAs and determine the levels of input factors that 
meet the criteria. In a strictly QbD study, the CQA acceptance criteria must be met for 
all combinations of critical input factors operating at their action limits. This can be 
done by a global optimization routine within the software used for DoE process char-
acterization. It is prudent to take a conservative approach when setting action limits 
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for CPPs. This means leaving some room outside the action limits where the process 
and PQ are still acceptable. This becomes harder when more than one input affects a 
CQA. For example, if high temperature in the production bioreactor impacts aggrega-
tion and high pH makes it worse, the operating space for temperature and/or pH may 
become quite narrow. However, this may not be feasible mainly due to operational 
limitations of manufacturing equipment. In such instances, action limits could be 
made wider for a single parameter by considering its effects in isolation, based on low 
likelihood of multiple parameters running at the action limits at the same time. This is 
usually considered a better strategy than locking oneself in to a very narrow operating 
range for an input that is not feasible to control due to equipment limitations. Ranges 
for the outputs are set based on historical manufacturing data and data from control 
runs during process characterization. Appropriate statistical measures are used to set 
the action limits. To summarize, the action limits must be set such that the process is 
able to consistently maintain the input parameters within the action limits, to gener-
ate output parameters within their action limits, which further results in meeting the 
CQA acceptance criteria and drug substance release specifications. This is the main 
objective of the PPQ runs.

7.3.7.3 Risk Assessment
After parameter classification and action limit setting, a risk assessment is typically 
performed to assess the risk imparted to the process by the process parameters. This 
risk assessment is typically different than the one conducted before process char-
acterization, as additional knowledge from process characterization is used for the 
assessment. An FMEA based risk assessment could be used where potential modes of 
failure are identified and additional risk mitigation procedures are prescribed based 
on the severity of the failure, likelihood of occurrence, and probability of detection. 
This type of assessment pays more attention to manufacturing equipment capabili-
ties, automation, and measures for detecting deviations such as alarms, which are 
typically not assessed during process characterization experiments. The objective is 
to completely derisk the process before initiating the PPQ runs. Since Section 7.3.3 
goes into details of the risk assessment types and procedures, we will skip that in this 
section.

7.3.7.4 Documentation and Batch Record Review
The final step before PPQ runs is to document the process capturing the target values, 
operating ranges and action limits for all the process parameters. Step by step instruc-
tions to execute the process are summarized in master production records and docu-
mented in batch records to be filled out by manufacturing operators during the exe-
cution of the batch. These records must be reviewed by a cross-functional team for 
accurately capturing findings from process characterization, parameter ranges, and 



 

644   7 Monitoring and Control of Processes and Products

risk mitigation procedures for successful execution of the PPQ batches. Manufactur-
ing operators should be appropriately trained to carry out the specified tasks using 
good manufacturing practices (GMP).

7.3.8 Conclusions

A significant section of the biological license application (BLA) for a biopharma-
ceutical entity deals with the ability to manufacture the drug consistently using the 
intended commercial process. This requires an in-depth understanding of the quality 
attributes that affect the safety and efficacy of the drug and how these attributes can 
be “controlled” by controlling a set of input parameters that significantly affect them. 
This forms the main objective of a collective set of activities that spans over multiple 
cross-functional groups and months of effort and is called process characterization. 
A thorough process characterization effort is imperative for a successful process per-
formance qualification (PPQ) in manufacturing.

We covered several key elements of process characterization in this chapter, 
starting from CQA criticality analysis and quality risk management, which form the 
basis of QbD. Significant advances in analytical technology, such as high-through-
put methods, are improving the speed and resolution of product characterization. 
On the flip side, the bar is even higher for product comparability protocols between  
2 different processes. Different types of risk assessments and their applications were 
covered in this chapter. Raw material risk assessment and management will prove to 
be very important in the next decade. As most of the industry has made the transition 
to chemically defined raw materials, the first set of challenges due to raw material 
variability has surfaced. The importance of scale-down modeling for process char-
acterization cannot be stressed enough. Advances in this area are migrating towards 
further reduction of scales for increased efficiency and more aggressive timelines. For 
example, traditional upstream scale-down modeling in 2 to 5 L bioreactors may shift 
to mini- or microbioreactors with the advent of new technology in this area.

One of the several advantages of using DoE for process characterization is the 
flexibility to expand into a QbD study for design space definition and freedom of 
moving within the design space. At present, the implementation of QbD for BLA 
filings is not widespread as most companies adopt a semi-QbD approach. However, 
advances in process analytical technology (PAT) and advanced process control (APC), 
have opened the doors for endless possibilities for real-time product quality control. 
From a regulatory point of view, this will provide the highest level of control for a 
process to deliver a product with a consistent quality profile.
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8  Pharmaceutical Aspects of Biologics from Animal 
Cell Culture Processes

8.1 Spatiotemporally Controlled Delivery of Biopharmaceuticals

Balder Rebmann, Peter van Hoogevest, Matias Zurbriggen, and Wilfried Weber

8.1.1 Introduction

The fast growing market of biopharmaceuticals presents current drug delivery 
approaches with a challenge. The huge molecular size of biologics (compared to most 
of the small molecule therapeutics), their low stability in vitro and in vivo, and the 
need of spatiotemporal control for many therapies have to be considered while devel-
oping new delivery strategies.

Current approaches are mainly based on parenteral injections, but new methods 
that enhance the therapeutic index of the biologics or allow noninvasive administra-
tion are needed to further enhance the therapeutic possibilities and allow a broader 
use. Many promising approaches were developed the last decades to reach the aim of 
Ehrlich’s “magic bullet”, a drug delivery system (DDS) that only targets the disease 
site without further cross harm the patients’ health.

This chapter focuses on general, noninvasive and/or targeting strategies, their 
stage of development and future possibilities in the field of spatiotemporally con-
trolled drug delivery of biopharmaceuticals.

8.1.2 Biologics Delivery

8.1.2.1 Lipid-based
Lipids are a huge class of molecules with a wide spectrum of biophysical proper-
ties, providing characteristics from strong lipophilic compounds to amphiphilic sur-
factants. Many of them are classified as GRAS (generally recognized as safe) compo-
nents by the United States Food and Drug Administration (FDA), especially in the field 
of oral application. Their high modular structure and the broad spectrum of possible 
synthetic modifications allow additional adjustment of the lipid properties for the 
required application while obtaining good biocompatibility. The high flexibility and 
the tendency to self-assemble leads to the formation of many different nanostructures 
which are still subjects of current nanoparticle research [1]. These attributes make 
them an ideal candidate for drug delivery.

During the last decades the use of lipid-based drug delivery systems (DDS) was 
investigated with the main focus on poorly water-soluble or lipophilic drugs. A broad 
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spectrum of products reached the market (from parenteral feeding, Intralipid®, to 
cancer treatment, Doxil®, or local anesthetic, DepoDur®; see Table 8.1.1), which show 
reduced toxicity and/or enhanced pharmacokinetics compared to the free drugs.

Main lipids used for these formulations are fatty acids, phospholipids, triglycer-
ides, cholesterol, and their derivatives. The most common formulations used for drug 
delivery are described below (Figure 8.1.1).

Table 8.1.1: Selection of lipid-based drug delivery system on the market or in clinical trial.

Product Drug Status

Liposomes

AmBisome (Gilead) Amphotericin B Approved (1990)

Doxil/Caelyx (Johnson & Johnson) Doxorubicin Approved (1995)

DepoDur (Pacira) Morphine sulfate Approved (2004)

Exparel (Pacira) Bupivacaine Approved (2011)

ThermoDox (Celsion) Thermosensitive doxorubicin Phase III

MBP-436 (Mebiopharm) Transferrin-targeted oxaliplatin Phase II

Solid lipid nanoparticles

LNP technology 
(Tekmira Pharmaceuticals)

ALN-TTR02 (RNAi-therpeutic) Phase II

MC3 (Alnylam) ALN-PCS (RNAi-therapeutic) Phase I

(Micro)emulsions

Diprivan (AstraZeneca) Propofol Approved (1986)

Estrasorb (King) Estrogen Approved (2003)

Self-emulsifying drug 
delivery systems

Sandimmune (Novartis) Cyclosporin A Approved (1983)

Neoral (Novartis) Cyclosporin A Approved (1995)

Lipid-Drug Complexes
Peptides and proteins have often a very complex surface structure, including different 
charges, local pH-environments, and lipophilicity. Amphiphilic surfactants like phos-
pholipids or cholesterol derivatives can interact with these surface structures, leading 
to enhanced stability by preventing aggregation and can further increase encapsula-
tion efficiency [2].
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(Micro-)Emulsions
Emulsions are mixtures of at least two immiscible liquids whereas one of these is 
dispersed into small droplets within the other. Basic emulsions contain an aqueous 
buffer and triglycerides often with an added surfactant for a higher thermodynamic 
stability [3]. There are different kinds of formulation types (Figure 8.1.1), like aqueous 
medium dispensed in oil (w/o), oil dispensed in an aqueous medium (o/w), or double 
emulsions (w/o/w) where a first w/o is further emulsified in an aqueous surfactant 
solution. Depending on the complexity of the formulation the size of the droplets 
varies from 100 to 1,000 nm and can be up to 14 µm for w/o/w emulsions [3].

Due to addition of higher amounts of at least one surfactant and/or cosurfactants 
so-called microemulsions can be formed (Figure 8.1.2). These formulations are ther-
modynamically more stable than normal emulsions and show other beneficial prop-
erties like low viscosity and high transparency [4].

Lipid-Drug-complex

Oil/water Water/oil

6 –15 nm �10 – 1000 nm 4 – 14 µm

15 nm – 20 µm – 20 µm 10 nm – 1 µm

SUV/LUV/GUV MLV

Water/oil/ water

Emulsions (with emulsifier)

Liposomes Solid lipid nanoparticles (SLN)

MVL

Figure 8.1.1: Examples of lipid-based drug delivery formulations.
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Self-emulsifying DDS (SEDDS)
Systems that are self-emulsifying consist normally of a triglyceride lipid with medium 
chained fatty acids, a surfactant and a cosurfactant (Figure 8.1.2), which are pref-
erably isotropic. These formulations consist only of lipid components and emulsify 
spontaneously in the presence of aqueous buffer under gentle agitation (e.g., in the 
gastrointestinal tract) to colloids of 50 to 300 nm [2].

Solid Lipid Nanoparticles (SLN)/Nanostructured Lipid Carriers (NLC)
In contrast with emulsions, these particles consist of lipids with long, saturated fatty 
acids, which lead to a solid state at temperatures below 40 °C. In most cases small 
amounts of surfactants are added to this formulation, leading to an emulsifying mon-
olayer encapsulating a highly organized lipid crystal. These additional moieties allow 
the modification of the nanoparticles surface (e.g., protection or targeting ligands) [5].

By changing the fatty acid composition of SLN to more unsaturated fatty acids 
or mixing them with oils, semiliquid core particles form, so-called nanostructured 
lipid carriers [5]. This new approach differences in the physical properties of the 
compounds, the lipids form an amorphous or imperfect crystalline solid. The higher 
liquid state of the lipid core leads to smaller, smoother, and more regular structures 
with gaps within the crystal structure, which allow including bigger payloads.

Liposomes
Liposomes consist of an aqueous compartment entirely enclosed by a lipid bilayer 
composed by phospholipids. They can be distinguished by their size and number of 
bilayers [6]:

Surfactant + cosurfactant

Self-emulsifying
systems

Macroemulsion

Water Oil

O/W
micro-emulsion

W/O
micro-emulsion

Figure 8.1.2: Hypothetical phase-diagram of oil/
water/surfactant + cosurfactant emulsion-based 
systems.
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1. small unilamellar vesicles (SUV, 25 to 100 nm),
2. large unilamellar vesicles (LUV, 200 to 800 nm),
3. giant unilamellar vesicles (GUV, 1 to 300 µm), and
4. multilaminar vesicles (MLV, 100 to 1,000 nm).

The formation of these particles is driven by the self-assembling behavior of the phos-
pholipids in aqueous solutions. These stabilizing forces protect them from erosion 
or other destabilizing effects upon administration (in comparison to other marked 
polymers). Due to the high structural similarities between their surface and the cel-
lular membranes, unique ways of interaction like membrane fusion or disruption are 
possible.

The use of these nanocarriers as drug delivery systems was investigated over the 
last decades, resulting in several products on the market or in development (Table 
8.1.1). For new approaches, the FDA [7] and also more recently the European Medi-
cines Agency (EMA) [8] published guidelines for manufacturing and monitoring rec-
ommendations needed for new registration.

A huge advantage of liposome systems is the high flexibility in composition, 
including physiological active ingredients, and the ease to modify their surface. This 
versatile composition flexibility results in a huge variety of liposome types available 
for drug delivery (Table 8.1.2). Moreover, the use of phospholipids and other natural 
occurring membrane molecules for the formation of these vesicles lead to excellent 
biocompatibility and negligible toxic effects during systemic application, even at 
high concentrations.

Table 8.1.2: Examples of commonly known liposome types.

Type Characteristics

Archeosomes Etherlipid-based liposomes

Ethosomes Flexible liposomes composed of about 30 % ethanol

Immuno-Liposomes Glycoprotein anchored liposomes for vaccination purposes

Lipoplexes Cationic lipid-DNA complexes for tranfection purposes

Niosomes Small liposomes made from nonionic surfactants

Polymerised liposomes Liposomes bearing phospholipids with cross-linked headgroups 

Proliposomes Dry lipid particles that form liposomes on contact with water

Stealth liposomes Liposomes with polyethylene-glycol modified headgroups

Transfersomes Cholate containing, very flexible liposomes

Virosomes Liposomes with a functional viral envelope for vaccination purposes

Multivesicular liposomes Nonconcentric, honeycomb-structured multilaminar liposomes
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Nowadays, a broad spectrum of lipid formulations are used and investigated for 
pharmaceutical applications. The lipid-based systems have distinct physical prop-
erties and show different behavior in vivo, which allows choosing suitable platform 
for the required pharmaceutical need. Emulsions and other basic drug-lipid formula-
tions allow for good “straightforward” strategies for constant release. More complex 
approaches like SLN and liposomes give the possibility by functionalization of its 
surface and/or interior to target specific tissues or trigger the site-specific release of 
their cargo. This possible spatiotemporal resolution during delivery can improve the 
pharmacological efficacy and/or reduce toxic side effects.

Archaeosomes
Alternative lipid-based colloidal particles are the so-called “archaeosomes”. They have the same 
fundamental structure as liposomes but consist of polar ether-lipids that are extracted from archa-
eobacterial membranes. These lipids are characterized by 2 isoprene chains (C20-C40) ether-linked 
to glycerol. Two basic structures are found in nature:
1. the archeol (diether)-lipids, which correlate to the conventional phospholipid, and
2. the caldarchaeaol (tetraether)-lipids, which are able to form a monolayer structure due to their 

2 polar head groups [9].
This chemical structure gives the archaeosomes reasonable advantages over conventional liposomes 
in respect to stability against oxidation, high pressure, alkaline or acid pH, high and low temperature, 
lipases, bile salts, and serum proteins [10]. These characteristics make them an interesting candidate 
for drug delivery, especially in the fields of oral administration. However, one of the main drawbacks 
at the moment is the lack of sufficient and affordable archaealipids on the market. This is a result 
of the complex cultivation and fermentation of archaea and the quantitative insufficient methods of 
chemical synthesis. First trials with archaeosomes in vivo showed their use as new nanocarriers for 
peptides, vaccine, and in vitro DNA delivery [11] as they did not show toxic effects in short-term repea-
ted administration of therapeutic doses [12]. Moreover, first successful attempts to functionalize the 
ether-lipids with polyethylene glycol (PEG) and other moieties were carried out [13]. However additio-
nal studies are needed to estimate the real potential of this new type of nanocarrier.

Manufacturing
A key aspect for successful production of drug delivery systems is the preparation and 
loading. Due to the low stability of biopharmaceuticals towards detergents, solvents 
and physical forces (e.g., shear forces), mild conditions during the whole process are 
needed. Considering the high costs of biopharmaceutical production, the entrap-
ment efficiency has to be as high as possible. Nonentrapped drugs are complex to 
recover and would need additional quality controls, leading to a considerable cost 
increase. While covalent modifications (“prodrugs”) can increase the encapsulation 
efficiency [14], they in turn can affect the pharmaceutical properties leading to regula-
tory issues. Thereby only noncovalent excipient interaction will be reviewed in this 
chapter. Finally, the upscale potential to industrial quantities and the stable storage 
of the formulations has to be kept in mind. Nonstable storage will lead to a loss of 
monodispersity, which brings a huge disadvantage due to possible aggregation and 
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embolism after administration. Due to the high variation of physical properties and 
stabilities of peptides and proteins drugs the finding of the right method of prepara-
tion is case-by-case different.

(Micro-)Emulsions 
The preparation of emulsions (w/o, o/w, w/o/w) is a two-stage process:
1. the dispersion of the liquid into small droplets and
2. the homogenization of these droplets to a monodisperse solution.

The cargo of DDS is in general dissolved in the aqueous phase (w/o, w/o/w); however, 
the oil phase can also be used for lipophilic protein or peptide delivery (e.g., cyclospo-
rine A, Sandimmune Neoral®) [2].

The formation of small droplets is achieved by stirring during the mixing of the 
two liquids. The shear forces (and resulting heat) can lead to degradation of the 
payload and should therefore be minimized by addition of a surfactant. The better 
the surfactant the less shear force is needed, but it has to be kept in mind, that strong 
surfactants often show toxic effects. The following homogenization proceeds nor-
mally under relative mild conditions and should not further destabilize the cargo 
of the droplets. In the case of double emulsions (w/o/w), the process of emulsifica-
tion is repeated, whereby the second aqueous solution often includes a surfactant to 
enhance the stability.

Emulsions are already a widespread DDS for small molecule drugs, thereby effi-
cient methods for up-scaling were established. In addition new technical approaches, 
like for instance microfluidic systems, provide new opportunities for the production 
process of emulsion-based systems [15]. Moreover, the formation of emulsions is a 
fundamental preparation step of many lipidic or polymeric nanocarrier systems, e.g., 
SLNs or poly(lactic-co-glycolic acid) (PLGA) particles. Alternatively solid nanocap-
sules can be formed by a polymerization step after (micro-)emulsion formation. These 
very stable particles provide interesting possibilities for the development of biomedi-
cal applications [16].

The disadvantage of long-term storage of many emulsion systems, caused by the 
metastability of bigger droplets in solutions, can be solved by considering monodis-
persity, a stable pH, and the avoidance of oxidation of the lipids. Therefore, these 
paras have to be monitored during the whole preparation process.

Self-emulsifying Drug Delivery Systems (SEDDS)
The ability of SEDDS to spontaneously emulsify gives them several advantages. The 
whole preparation is carried out under mild conditions (no shear forces, high tem-
peratures, organic solvents), the resulting “presolution” is easy to store and can be 
loaded into soft shell capsules. The process is easy to scale up and the anhydrous 
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storage of the formulation enhances the stability of the enclosed drug. One limita-
tion of this system is the high hydrophilicity of peptides and proteins, resulting in 
a low loading efficiency and low total drug-lipid ratios. To increase the lipophilic-
ity of the biopharmaceuticals, an additional preparation step can be included. The 
interaction of the drug with a lipid surfactant (drug-lipid complex) or lyophiliza-
tion in the presence of a cosurfactant (anhydrous reverse micelle) show promising 
encapsulation rates while still providing sufficient bioactivity of the compounds [2]. 
A high drug-lipid ratio is needed due to a limited dosage by the high amounts of sur-
factant and cosurfactant present in this formulation. These excipients can show toxic 
effects above certain concentrations. An agreement has to be made between adequate 
dosage, appropriate self-emulsifying behavior, and potential toxicity.

Solid Lipid Nanoparticles (SLN)/Nanostructured Lipid Carriers (NLC)
Several ways to produce SLNs and NLCs were established since their discovery (Table 
8.1.3), together with cheap and effective upscale strategies. For the encapsulation 
of peptides and proteins, the double emulsion technique (w/o/w) or high-pressure 
homogenization (HPH) seem to be the most promising methods. The absence of sol-
vents during the process is helpful while working with sensitive cargo-like peptides 
and proteins. Nevertheless, relative high temperatures (above 40 °C) and other physi-
cal forces (shear forces or high pressure) are needed to melt and disperse the lipids in 
small droplets during the preparation.

Emulsion-based techniques thereby constitute a good method to overcome the 
main disadvantage of the SLNs, the low encapsulation efficiency of hydrophilic mac-
romolecules. Due to introduction of an additional aqueous phase by reverse-micelle 
double emulsion preparation, proteins can be encapsulated into an aqueous phase 
within the SLN [17]. An alternative approach is the preformulation of drug-lipid com-
plexes or micelles (see also SEDDS) to enhance the lipophilicity of the biopharmaceu-
ticals [2].

The amorphous structure of NLC shows in general higher rates of encapsulation 
by their bigger gaps within the crystal structure. Additionally the more fluid character 
allows the use of lower temperatures in case of HPH. Nevertheless, the concentration 
of the drugs within the formulation has to be considered but can be counteracted 
by higher doses due to the high lipid concentration possible during preparation and 
their low toxicity.

The stability during storage is discussed controversial. While showing quite 
robust characteristics stored as solution up to 1 year, the lyophilization or spray-dry-
ing in the presence of cryoprotectants is recommended in most cases [18]. This has 
an additional advantage, as it is possible to encapsulate the dried powder into cap-
sules or tablets when oral application is desired. However, a drying process has to be 
adopted for every blend and monitored due to the possible appearance of colloidal 
side-products (micells, liposomes, and others). The loss of the monodispersity is not 
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acceptable for many applications and the agglomeration of the particles will lead to 
reduced stability and loss of encapsulated drugs.

Table 8.1.3: Common preparation techniques for lipid-based DDS.

Method Process

Emulsion

Water in oil (w/o) emulsion Mixing of aqueous solution (with a surfactant) in an excess of oil  
by stirring, further downsizing by high pressure or membrane-
based extrusion

Oil in water (o/w) emulsion Mixing of oil in an excess of aqueous solution (with a surfactant) 
by stirring, further downsizing by high pressure or membrane-
based extrusion.

Double (w/o/w) emulsion A first w/o-emulsion is further emulsified in an aqueous-phase 
containing surfactants by stirring

SLN/NLC

High-pressure homogenization 
(hot/cold)

Homogenization of liquid (hot) or preformed (cold) lipid particles 
to monodispersed predefined nanoparticles by high pressure

Microemulsion mixture of lipids and surfactants (+/– cosurfactant) dispersed 
under stirring, formation of solid particles due to an excess of 
buffer

Solvent emulsification- 
evaporation

Lipids are dissolved in a water-immiscible/partially water-
miscible solvent and emulsified in an aqueous buffer, removal of 
solvent by reduced pressure/heating

Double emulsion The drug is encapsulated in an internal water-phase of a liquid 
w/o/w emulsion, particle formation due to cooling or solvent 
evaporation

Liposomes

Mechanical dispersion Lipid film formation by lipid containing solvent-evaporation, 
rehydration of lipid film with aqueous buffer, homogenization 
and further downsizing by ultrasound, high pressure or shear 
homogenization, water-miscible

Solvent dispersion Lipid containing solvent is drop-wise added into aqueous buffer, 
self-assembly of liposomes due to quick solvent dilution

Detergent removal Formation of mixed micelles by mixing lipids and detergent in an 
aqueous buffer, formation of liposomes by removal of the deter-
gent due to dilution, column separation, dialysis or absorption
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Liposomes
The formation of liposomes is a broad studied field. Most methods include the prepa-
ration of multidisperse liposomes and the downsizing to a monodisperse solution. 
Moreover, methods leading to direct formation of the desired size and lamellarity 
were established (Table 8.1.3).

The separation of the aqueous core region by the lipid bilayer and the high hydro-
philicity of the protein and peptide drugs make the inner phase of the liposomes 
a promising system for drug encapsulation. As general rule, it is admitted that the 
size of the inner aqueous phase is proportional to the possible amount of cargo to be 
loaded. Liposomes should be thereby as small as necessary (delivery and targeting) 
and as big as possible (payload). Especially at sizes <100 nm, the ratio of core to mem-
brane decreases considerably [19].

A first passive entrapment (e.g., film hydration or ethanolic injection with/
into buffer with high drug content) followed by freeze-thaw cycles (or dehydration 
and rehydration) and additional mechanical downsizing is an often-used method. 
Depending on the interaction of the protein with the lipid, entrapment efficiency 
between 30 to 80 % is reached [20, 21]. Techniques that separate the liposome prepa-
ration and drug loading include the production of empty liposomes and the subse-
quent encapsulation of proteins or peptides by adapted free-thaw methods [21]. This 
gives thereby a preparative advantage by easier process monitoring.

New micro fluidics-based preparation methods were investigated recently for 
the formation of liposomes and other lipid-based carriers [22]. With these mixing 
techniques, small, monodisperse, and unilamellar liposomes can be produced in a 
continuous-flow process. The absence of harsh conditions and the no longer required 
additional downsizing step make these methods an interesting approach for drug 
delivery applications. First in vivo test with siRNA loaded particles showed auspicious 
results in terms of encapsulation efficiency and bioavailability [23].

Other techniques try to increase the encapsulation efficiency by formation of 
multivesicular liposomes (DepoFoam®, Paira Pharmaceuticals). These vesicles are 
formed by double emulsion preparation and show several compartments within a 
bigger sphere. The first products based on this technique were recently approved for 
small molecule delivery by the FDA (DepoDur®), but also the use as peptide DDS was 
tested with uplifting results (DepoInsulin®, DepoLeuprolid®).

Liposome formulations have to be held under physical and chemical stable con-
ditions to avoid aggregation, hydrolysis, or oxidation. Liposome products on the 
market used for drug delivery are either in liquid form (e.g., Doxil®) or lyophilized 
(e.g., Myocet®, AmBisome®) and show a shelf life of at least 1 year. In order to store 
liposomes in a liquid form, the physical properties (e.g. pH, inert gas phase, osmolar-
ity, light protection, temperature) have to be considered. Moreover, used lipid for-
mulation shows impact while long-term storage. The addition of cholesterol up to  
40 mol-% has stabilizing effect on the colloidal structure of the liposomes. Further-
more, the addition of negative charged phospholipids (e.g., phosphatidyl-glycerol/ 
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-serin/-inositol) or modification of the lipids headgroups (e.g., PEG conjugates) lead 
to repulsion of the liposomes and thereby to enhanced stability. 

Lyophilization of the liposomes in the presence of cryoprotectants (e.g., lactose, 
sucrose) provides a good alternative to liquid storage. The resulting cake or powder 
can then be reconstituted prior administration and allows thereby higher chemical 
stability for the lipids and drug. In addition, lyophilization techniques, the selection 
of lipids, and modification will affect the stability of the colloidal structure [24].

The preparation of DDS is a key point in the development of new therapeutic 
strategies. Formation and drug loading implicate physical forces, the use of solvent 
or detergents and other drug degrading conditions. The properties and stability of the 
used biopharmaceuticals are essential keystones. While many peptides are stable in 
the presence of solvents or shear forces, complex proteins are much more sensitive 
and need very mild conditions while preparation.

While emulsion techniques and solid nanoparticles show promising results for 
peptides and small, stable proteins, various studies showed that the encapsula-
tion into liposomes seems to be a suitable method for complex proteins. However, 
the established methods still lack on high encapsulation rates for the most proteins. 
New preparation techniques, like the microfluidics, are needed to achieve sufficient 
payloads. Lipid-based DDS can partial antagonize this by their very low toxicity and 
high biocompatibility; thus, they are not limited to low dosages, especially during 
nonparenteral applications. Anyway, the preparation and loading processes of lipid-
based carriers are still an ongoing field in lipid research with a high output of new 
techniques.

For validation of storage conditions and stability, a broad spectrum of optimi-
zation processes can be adopted from the field of small molecule DDS. Considering 
the instability of many biopharmaceuticals during storage, lyophilization or “in situ 
preparation methods” approaches seem to be the most promising.

Delivery
The preferred route of administration of biopharmaceuticals is the parenteral injec-
tion. Through the direct entrance into the bloodstream, hepatic first pass effects are 
avoided and reproducible dosing with high bioavailability is ensured. In any event, 
injections need medical briefing or the presence of trained personal. While the com-
pliance of the patient in the case of serious diseases might be reasonable, this limits 
the use of biopharmaceutical for minor complaints. However, a safe and easy nonin-
vasive route for application would lower the cost due to reduced production effort and 
the lack of medical supervision.
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Parenteral Administration
There are many ways to inject a pharmaceutical into the body. While intravenous 
seems to be the most direct method to enter the bloodstream, also subcutaneous 
injections showed comparable results while being less painful and easier to handle. 
In addition, intramuscular injection, for sustained release, and side-specific (e.g., 
intratumoral) injections are common methods.

After administration, the DDS are exposed to the serum proteins, including 
lipases, proteases, and opsonins. Most emulsions are thereby quickly digested and 
directed to the hepatic tissue. The use of small, neutral, droplets with large molec-
ular weight emulsifiers or surfactants provides with prolonged circulation times. 
However, due to their physicochemical properties, the circulation time is very limited 
and will lead to a quick accumulation within the liver, with minor fractions in lung, 
spleen, and bone marrow [25]. Unmodified nanoparticles like liposomes or SLNs are 
also quickly cleared from the blood by the mononuclear phagocyte system (MPS). The 
surface loading, shape, and size influences the half-life time of these carriers [26]. 
In general, small sized particles with a neutral or slightly negative-charged surface 
show the highest serum stability. The use of specific phospholipids like phosphatidyl-
glycerol (PG) or phosphatidyl-serine (PS) can reduce the elimination by the Mononu-
clear Phagotic System (MPS) and lowers immunogenicity. Furthermore, the addition 
of cholesterol increases the stability of the lipid membrane by integrating between 
the fatty acid chains and increase thereby the circulation time. However, the half-life 
time of lipid-based carriers barely reaches few hours.

A breakthrough in the field of nanocarrier-based DDS was the surface modification 
with hydrophilic polymers (Table 8.1.4). The coating of nanocarriers with PEG leads 
to highly stable, long circulating (>1 day), weakly immunogenic drug carriers [27, 28]. 
High-density coating with these polymers avoids the interaction with opsonins and 
other proteins, which prevents the recognition by MPS macrophages. Several DDS 
using this technology already reached the market (Table 8.1.1) and comprising thereby 
a general technique for stabilization of nanoparticles.

Pulmonar/nasal
Device: Dropper/inhaler
Formulaltion: Liquid/powder

Ocular
Device: Dropper/needle
Formulaltion: Liquid

(Trans-)dermal
Device: Patches/Micro-poration/electrical
Formulaltion: Liquid

Parenteral
Device: Needle
Formulaltion: Liquid

Oral
Device: Dropper/capsules
Formulaltion: Liquid/powder

Routes for lipid baded drug administration

Figure 8.1.3: Overview of administration routes for lipid-based drug delivery systems.
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Table 8.1.4: Common copolymers used in nanocarrier-based drug delivery.

Hydrophilic Polymers [108]

Polyethylene glycol (PEG)

Poly (oxazoline)

Polyvinyl alcohol

Poly(glycerol)

Poly-N-vinylpyrolidone

Poly(amino acids)

Polysaccharides

Mucoadhesive Polymers [109, 2]

Alginate

Amylose

Cellulose

Chitosan

Hyaluronan

Poly (acrylamide)

The size and surface properties of nanocarriers are important to ensure long circula-
tion and avoidance of immunogenic effects. This is sufficient to ensure spatiotem-
poral resolution by advanced strategies like targeting and inducible release within 
therapeutic approaches.

Oral administration
The historical most common route for pharmaceutical drug delivery is the oral appli-
cation. It is not only preferred by the patient due to lack of pain or need of an adminis-
tration device, but also by the pharmaceutical industry due to reduced cost of produc-
tion. Oral administration of protein and peptide drugs by classical formulations has 
serious disadvantages like the low stability in the gastrointestinal (GI) tract and very 
low permeability across the mucous membrane due to their high molecular weight 
and hydrophilicity [2]. An appropriate formulation is needed which protects the bio-
pharmaceuticals from the harsh environment in the small intestine, including acid 
pH, proteases, and peptidases, enhances the permeability through the mucus layer 
and the intestinal epithelium, and finally releases the drug in a temporally or spa-
tially controlled manner [29].
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To protect the protein or peptide drugs from digestion, the coadministration of 
protease inhibitors seems to be an obvious solution. Studies in which different pro-
tease inhibitors were given in addition to an oral dose of insulin showed increased 
bioavailability and high stability in the GI tract [30]. However, high concentrations are 
needed due to large quantity and distribution of the enzymes within the small intes-
tine. This is not only a significant drawback in costs, buts also this approach impli-
cates the danger of serious toxic effects during chronic application. New approaches 
try to overcome these drawbacks by covalently conjugating protease inhibitors to 
nanoparticles while retaining their bioactivity [31].

A further approach is the physical protection of the biopharmaceuticals by encap-
sulation into a colloidal system like liposomes, SLNs, or (micro-)emulsions. In these 
formulations the drug is solved in the inner phase of the carrier, which is protected 
by the lipid layer against proteases [32]. Moreover, lipidified peptides solved in the 
lipid phase of SEDDS or SLN show increased stability [33]. A downside of the high 
biocompatibility of lipid carriers is that they are also targets of the lipases and bile 
salts in the GI tract. This leads during the application to an increased amount of free 
fatty acids and bile salt/phospholipid (BS/PL) micells. Together, these components 
form partially spontaneously uni- and/or multilamellar vesicles within the GI tract 
[34]. Nevertheless, these new vesicles are still potentially able to protect the encapsu-
lated cargo. On the other hand the digestion products, especially lysophospholipids 
and medium chain fatty acids, are good absorption enhancer by transiently losing the 
tight junctions and thereby enhancing the transcellular transport of the remaining 
carriers. In addition, the high concentration of lipid components at the GI epithelium 
seems to facilitate transcellular transport by increased membrane disorder, but the 
exact mechanism for this observation is not well understood [2].

The formation of lipid drug complexes of peptides and proteins with a surfactant 
provides an interesting straightforward approach. The increased lipophilicity of these 
complexes enhances their transcellular transport and thereby the bioavailability. 
For example the use of C-8 fatty acid or its derivate (N-[8-(2-hydroxybenzoyl) amino 
caprylate (SNAC)) show their potential in clinical trials for oral delivery of insulin, 
glucagon-like peptide1 (GLP1) analogues (Eligen® Technology, Emisphere), or octreo-
tide (Octreolin®, Chiasma).

Other approaches try to use strategies of mucosa adhesion or penetration, some-
times combined with ligand mediated transport through the GI epithelium. Based on 
the above-mentioned reduced stability of lipid-based carriers in the GI tract, SLN and 
NLC are the most promising candidates for this route of administration because of 
their dense structure compared to emulsions and liposomes. The mucus is a viscous 
film within the GI tract (and other hollow organs, e.g., respiratory tract) mainly con-
sisting of highly glycosylated proteins, lipids, and water. It is separated in 2 layers, the 
luminal part, which is rapidly cleared, and the adherent layer with a slow turnover. 
The function of the mucus is the protection of the epithelium from pathogens. Two 
different strategies were established to overcome this barrier.
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By coating nanoparticles with biocompatible, mucoadhesive polymers like chi-
tosan or polyacrylic acid (Table 8.1.4), the retention time of the carriers is prolonged 
and thereby the bioavailability increased [35]. Additional, these polymers often show 
permeability-enhancing effects by interacting with the intracellular space of the epi-
thelium. An opposite strategy is adapted from viruses, which are often able to diffuse 
easily through the mucus. Their small size and a high density of negative and positive 
charges on the surface inspired the coating of nanoparticles with hydrophilic, nearly 
neutral polymers. High density PEGylation of nanoparticles showed up to 3 order of 
magnitude higher diffusion rates within the mucus, just four- and sixfold lower than 
in water [36], and thereby an interesting strategy to overcome the mucus barrier.

While the unspecific enhancement of the mucosa permeability is limited to its 
protectoral function against pathogens, ligand-mediated transport offers an elegant 
alternative. The use of surface targeting structures like lectins showed enhancement 
of bioavailability of the encapsulated cargos. Moreover, targeting of the active trans-
port system of vitamin B12, a high affinity ligand-receptor interaction (Kd ≈ 5 fmol L–1), 
seems to be an interesting approach to overcome the barrier of the intestinal epithe-
lium [37]. However, these approaches need a high mobility of the carriers to reach the 
surface of the epithelium. Thereby, additional mucus penetrating strategies have to 
be considered.

Summarizing the actual studies focused on oral delivery of peptides and proteins 
formulations with sufficient bioavailability for clinical applications might be feasible. 
But the lack of lipid-based products on the market (excluding the strong lipophilic 
cyclic peptide cyclosporine, Sandimmune® and Neoral®) and the many discontinued 
clinical trials during the last decade show the limitation of this route. The need of 
precise and reproducible dosing independent from the physical state of the GI tracts 
seems to be the major challenge. A focus to peptides, not sensitive to exact concentra-
tion levels, contrary to insulin, could lead to new products on this field.

While classic approaches for enhanced permeability of the GI tract (e.g., muco-
lytics, membrane destabilization, tight junctions disruption) are leading to limited 
protectoral function of the mucosa, combined approaches of protective coating (e.g., 
chitosan, PEGylation) with reversible permeability increasing substances (e.g., fatty 
acids) or specific targeting (e.g., vitamin B12) show enhanced bioavailability without 
noticeable toxic effects.

In the field of lipid-based DDS, especially SEDDS and SLNs/NLCs show good 
potential for at least slightly lipophilic peptides or proteins. The possibility to admin-
istrate these formulations as capsule (SEDDS) or tablets (dried SLN/NLC) and their 
high structural stability give them important advantages. In addition, the lipid drug 
complex approaches are cheap and straightforward methods for oral delivery of pep-
tides, also giving the opportunity to combine these complexes with further encapsu-
lation into SEDDS or SLPs/NLCs.
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Pulmonary and Nasal Administration
The delivery of biopharmaceuticals across the respiratory tract is a promising non-
invasive way due to its easy accessibility, proximity to system bloodstream and its 
large surface (80 to 120 m²). Furthermore, this thin mucus layer and epithelium with 
its low proteolytic activity and low acidity, compared to the GI tract, makes it a viable 
target for drug delivery. However, the mucosa still forms a tight barrier for macro-
molecules. Additionally, the mucocilliary clearance and the high activity of the lung 
macrophages are obstacles to overcome, leading to a bioavailability of most peptides 
and proteins below 1 %. The highest absorption rates are observed in the deeper lung, 
especially in the alveolar region. To obtain a good distribution within this tissue, 
the DDS have to be finely dispersed into an aerosol (particles size < 3 µm). Particles 
smaller than 500 nm show in addition a relative low uptake by the lung macrophages 
while reaching easily the alveoli [38].

Common applicators for DDS aimed to the lungs are nebulizer (liquid) or dry 
powder inhaler (dry). While most developed formulation for pulmonary delivery are 
dry powder-based, also nebulizers have been improved in their functionality consti-
tuting now an alternative method [39].

In general strategies to overcome the barriers within the lung are comparable 
to the GI tract: the use of mucoadhesive (Table 8.1.4) or mucupenetrating polymers 
combined with permeation enhancers (Table 8.1.5) exhibit increased bioavailability 
of peptides and proteins (up to 25 %) [17]. However, it has to be considered that these 
excipients have to be very well tolerated. The lung is a very sensitive organ and irrita-
tion or toxicity within would abolish the benefits of this noninvasive route.

Table 8.1.5: Classification of permeation enhancers (adapted from [110]).

Class Examples

Bile salts Sodium glycocholate, sodium fusidate

Surfactants Brij®-35, polysorbate-80, sodium lauryl sulfate, lyso-phosphatidylcholine

Fatty acids and 
derivates

Sodium carprate, sorbitan laurate, sodium myristate

Glycerides Phospholipids, medium chain glycerides

Chelators Ehtylene diamine tetraacetate (EDTA), citric acid

Salicylates Salicylic acid, sodium methoxysalicylate

Polymers Chitosan and derivates, polycarbophil, sodium methylcellulose

Other Azone®, cyclodextrins, benzalkonium chloride, menthol
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The use of lipid-based DDS, especially phospholipids, in pulmonary administration 
is due to their high biocompatibility and their role as surfactant a widely accepted 
method [40]. Besides, dry mixtures of drugs and lipids, particularly nanocarrier 
systems, show benefits in the delivery of biopharmaceuticals. The lung epithelium 
shows high rates of endocytosis and also transcytotic delivery, which allows high 
rates for systemic delivery. But also, local treatment with sustained release kinetics 
is wanted for a wide spectrum of diseases like lung cancer, tuberculosis, asthma, and 
pulmonary hypertension. Nebulized liposomes showed thereby encouraging results 
for local targeting, either as local depot of peptides [41] or in local protein-based 
cancer therapy [42], while showing excellent compatibility.

Systemic delivery based on the surfactant effect of the used lipids or surface 
coating was especially shown for the SLN/NLC DDS. High systemic bioavailability of 
protein or peptide was achieved by nebulization [17] as well as by dry powder inhala-
tion [43].

Nasal drug delivery shows some special characteristics. The nasal epithelium 
has relative high molecular weight cut-off (~1 kDa) while only allowing relative small 
doses (25 to 200 µL). The bigger gaps in the epithelium make this route especially 
interesting for (micro-)emulsions. While most nanocarrier systems still need addi-
tional permeation enhancer to cross the epithelium, this DDS can enter the blood 
stream and reach bioavailability comparable to subcutaneous injections for peptides 
like insulin [44]. This route offers additionally a possible targeting to the brain. The 
local proximity and the possibility to bypass the blood-brain barriers trough the olfac-
tory route can lead to an enhanced accumulation of biologics within the brain [45].

Drug delivery through the airways was the first successful, FDA-approved way 
of noninvasive insulin delivery (Exubera®, Pfizer). But this product is also a good 
example for the possible problems and obstacles new products on this field have to 
pace. It has to be ensured that the delivery is safe for the purpose of reproducibility 
and toxicity. Exubera® only reached a market share of less than 1 % and was therefore 
quickly withdrew from the market. While this flop was probably also based on mar-
keting failures and missing long-term studies, other products try to enter the market 
(e.g., AFREZZA®, MannKind, insulin) or are already successful (Miacalcin®, Novartis, 
calcitonin-salmon), showing the high potential of this route for protein and peptide 
delivery.

Ocular Administration
Noninvasive administration of biopharmaceuticals into the eye is not focused on sys-
temic delivery but rather on avoiding the risk of ocular complications and increase 
the patient compliance. Eye disorders like corneal neovascularization, age-related 
macular degeneration, retinoblastoma or uveal melanoma are hard to treat by sys-
temic administration of biopharmaceuticals since only about 2 % reach the vitreous 
cavity. Due to that many therapies include injections within the eyeball [46], a desired 
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type of therapy would rather be the administration of eye drops on the corneal surface, 
which is an easy and cheap method.

The main barrier for uptake through the corneal epithelium is its very dense 
structure, mechanical clearance, draining and the high amount of proteases. To over-
come this tight barrier, especially methods benefiting from the thin structure of the 
epithelium show good results, including good compatible permeation enhancers and 
mucoadhesive copolymers (e.g., chitosan).

Emulsions are often used for the delivery of small molecules into the eye due to 
their similarity to tears in their composition. Especially the use of nonionic emulsi-
fiers (e.g., polysorbate-80) show high biocompatibility and lead to first FDA approved 
products (Restasis®, Alllergan) [47].

The use of nanocarriers is due to their enhanced protective effect and possible 
mucoadhesive properties an interesting approach. Liposomes and SLN showed either 
as solution with mucoadhesive properties [48] or incorporated into hydrogels [49] 
encouraging results.

In current therapies that include intravitreal injections of antibodies (Lucentis®, 
Novartis or Avastin®, Roche), a prolonged residency was shown for liposomal formu-
lation [50]. This reduces the amount of injections needed and thereby possible ocular 
complications.

Ocular drug delivery is due to the low systemic availability and the risks of compli-
cations through invasive methods an interesting field for new drug delivery systems. 
While many studies show encouraging results, no products are yet on the market. 
However, especially in this field, lipid-based system seems to be a suitable carrier due 
to their high biocompatibility and low toxicity which are both needed for a successful 
local therapy.

Dermal and Transdermal Delivery
While the delivery of small molecules and peptides with lipid-based formulation 
(especially emulsions and micelles) into the skin is a common and accepted method 
in pharmaceutics and cosmetics, the system delivery through the cornea layers is more 
difficult. The skin has no mucus layer and also lacks of high amounts of proteases, 
it is rather protected by a physical barrier. The 10 to 20 µm thick Stratum corneum is 
a layer of dead corneocytes with additional lipids and waxes forming a “brick and 
mortar” barrier [51]. To penetrate this layer, an increased residential time and permea-
tion enhancers are the most applied methods.

The use of patches as carriers is an appropriate method due to their high patient 
compliance and good control over exposure time and dosing. Patches that treat dis-
orders like hormonal deficiencies, restless legs syndrome or Parkinson’s disease are 
already successful on the market. The main mechanism of lipid-based DDS rely on their 
interaction with the corneum lipid bilayers. This leads to fluidization and thereby to 
enhanced permeation. Other cosolvents like PEG can additionally enhance this effect 
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by providing a better distribution within the protective layer. The formation of tran-
sient drug-lipid conjugates further enhances the permeation of the drugs by increasing 
their lipophilicity and thereby their possibility to cross the lipidic barriers [52].

While these already established formulations might work for small peptides 
(smaller than 500 Da with moderate lipophilicity), bigger peptides and proteins need 
new methods to overcome the lipophilic barrier of the skin.

Liposomes show good results in increased skin delivery and deposition, but 
their use is limited to topical treatment due to their inability to penetrate the Stratum 
corneum as intact vesicles. To overcome this obstacle, new types of liposomes like 
Transferosomes®, Niosomes® or Ethosomes® (Table 8.1.2) where developed which are 
more flexible and thereby able to penetrate the skin barriers [53]. The use of SLN/
NLC formulations is wide spread in cosmetic applications and is now also adapted for 
pharmaceutical approaches. The stable structure, controlled release, and film forma-
tion behavior make them an effective delivery system but also limit them to topical 
application [54].

The targeting of the skin appendages like sweat gland pores or hair follicle is an 
approach to overcome the Stratum corneum and reach the system blood circulation. 
They constitute just 0.1 % of the skin but show a much higher penetrability for large 
hydrophobic molecules like for instance insulin. The coadministration of specific 
peptides allows targeting these structures and enhances thereby the uptake into the 
bloodstream [55].

Beside these passive approaches, many active penetration methods (Table 
8.1.6) were developed in the last decade. They can be separated into 2 main groups: 
microporation techniques and electrically assisted enhancement techniques [56].

Table 8.1.6: Active penetration methods for transdermal delivery of proteins and peptides [56]

Method Associated Companies

Microporation

Microneedles Zosano Pharma, DermaRoller, Becton Dickinson, Corium, 3M

Thermal microporation Altea Therapeutics

Radiofrequency ablation TransPharma Medical

Laser ablation Biosolutions AG, Norwood Abbey

Electrically assisted techniques

Iontophoresis Teikoku Pharma, Empi, Isis Biopolymer, Chattanooga, Vyteris

Electroporation –

Other

Sonophoresis Echo Therapeutics
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While the topical application of biopharmaceuticals into the skin is already feasible 
by passive, formulation-based approaches, the transdermal delivery is still limited to 
a small group of peptides. For the systemic delivery of bigger peptides and proteins the 
additional use of active transport mechanisms is needed. First devices like micronee-
dles (Fluzone® Intradermal, Sanofi) or iontophoretic patches (Zecuity®, NuPathe) are 
already approved by the FDA and now enter the markets. For the successful delivery 
of biopharmaceuticals combinations of formulations and active transport devices, 
e. g. liposome filled self-dissolving microneedles [57], appear to be interesting.

Targeting
New therapeutic approaches try to increase their pharmaceutical effects while reduc-
ing unwanted or toxic side effects. The ability of many DDS (not only lipid-based) to 
passively or actively target specific tissues or even cell types give them a big advan-
tage over common delivery approaches. The modification of only the carrier without 
changing the drug structure itself, compared to drug conjugates, allows modular and 
exchangeable targeting for the next step in personalized medicine.

It has to be differentiated between passive and active targeting. While passive tar-
geting relies on the physical properties of the DDS like size, shape and loading, active 
targeting is based on high specific ligand-target interaction. However, to achieve a 
targeting effect, a long circulation time within the bloodstream is needed to either 
allow passive accumulation or ligand interaction [58]. The methods described below 
will focus on lipid-based systems but remain widely applicable on the broad field of 
nanoparticles, including many polymer-based particles.

Passive targeting can be achieved by choosing the route of delivery (e.g., GI tract, 
lung, skin, or eye) or by biophysical interaction of the DDS with the tissue. Lipid-
based systems will be recognized as metabolites or lipid transport vehicles (lipopro-
tein complexes) and transported to the liver or spleen. This mechanism allows easy 
targeting of these tissues or the cells included in this route of transport (e.g., Myocet®, 
Enzon Pharmaceuticals, targeting mononuclear phagocyte system).

For targeting solid tumors or inflamed tissues the enhanced permeability and 
retention effect (EPR) plays a role. Based on the phenomena that these pathological 
sites show increased blood vessel permeability compared to healthy tissues an accu-
mulation of particles smaller than 200 nm (at least <400 nm) can be observed [59]. 
This leads, in combination with the absence of lymphatic systems for most tumors, to 
a high local concentration of the nanocarriers. Several anticancer drugs on the market 
already successfully use this targeting effect (e.g., Doxil® or Marqibo®).

Subcutaneous injection of lipid-based systems or the use of specific fatty acid 
chains while oral application will lead to accumulation within the lymphatic system 
and uptake by macrophages of the lymph nodes [60]. This may give interesting oppor-
tunities in the field of immune regulation, infections control, or treating of tumor 
infection within the lymph nodes.
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Cationic DDS achieve passive targeting to the epithelial cells and enhanced inter-
nalization by ionic interaction with the negatively charged cell surface. Tumor vas-
culature can be targeted due to their high negative charge during angiogenesis. First 
trials with classical anti-tumor drugs (EndoTAG-1®, Medigene, phase II) or antiangio-
genic siRNA [61] show the high potential of this concept.

Active targeting is an additional approach to further enhance the specificity of 
the DDS. The surface decoration of nanocarriers or even emulsions [62] with targeting 
moieties can enhance the therapeutic effect not only by higher accumulation at the 
target site but also due to receptor-mediated internalization [63]. To ensure optimal 
interaction possibilities while retaining long circulation time the combination of 
surface PEGylation with coupling the targeting moiety at the distal end of the PEG-
chain (Figure 8.1.4) seems to be most promising [64]. Many strategies for site-specific 
conjugation of the targeting domains and the incorporation into the DDS where estab-
lished [65].

The moieties used vary from complex proteins like monoclonal antibodies to 
small molecules like sugars or aptamers (Table 8.1.7). Thereby has to be considered 
that the exposed targeting moieties do not reduce the circulation time of the nano-
carrier [64]. Also a high cell specific density (minimum 4 × 104 targets per cell) of 
the targeted surface structure is needed to ensure adequate interaction [66]. Newer 
approaches focus therefore on at least two different targets. This ensures not only a 
higher density of possible targets, it also further enhances the specificity and allows 
targeting more heterogeneous cell populations (e.g., tumor tissue).

Furthermore, continuative targeting of specific organelles is possible. Some meta-
bolic or storage diseases for example need the specific delivery of enzymes to the 
mitochondria or lysosome. This can be achieved by incorporation of cationic lipo-
philic compounds (e.g., dequalinium or triphenylphosphonium) or specific surface 
markers (e.g., mannoside residues, certain cell penetrating peptides) into the DDS 
[67]. While the nanocarrier devices on the market already use passive targeting effects 
(EPR: Doxil®, macrophage targeting: Myocet®), just a few small molecule formula-
tion (e.g., MM-302, Merrimack, phase I; MBP-436, Mebiopharm, phase II) and siRNA/
RNAi delivery systems (e.g., ALN-VSP, Alnylam, phase I; TKM-PLK1, Tekmira, phase I) 
with active targeting are in progress into clinical use. This may rely on the increase 
in cost associated to the production and quality control of the targeting-ligand while 
not showing for all applications superior benefits. Especially anatomic barriers and 
accessibility of the target domains can reduce the effect of active targeting consider-
ably. However, due to the many advantages successful targeting offers and the new 
developments in multitargeted DDS, an increase in promising products reaches the 
clinic.



 

670   8 Pharmaceutical Aspects of Biologics from Animal Cell Culture Processes

Tabelle 8.1.7: Examples for targeting moieties (adapted from [64]).

Type Ligand

Immuno-based

Antibody Anti-CD19 IgG

Fab Anti-MT1-MMP

scFv Anti-HER2

Protein and peptide

Growth factor/interleukins Interleukin 13

Glycoproteins Transferrin

Cell signaling RGD-containing motifs

Small molecules

Hormones Estrogen

Sugar Lactose

Nutrients Folate

RNA/DNA

Aptamer E-selectin aptamer

Induced Release and Endosomal Escape
Tissue-specific targeting is not the only requirement for a successful therapeutic 
delivery. Upon arrival at its target, the release rate of the transported drug is criti-
cal for its therapeutic outcome. Additionally, many peptides and proteins have to be 
delivered intracellularly to reach their therapeutic effect. Receptor-mediated uptake 
by the targeted cells leads to encapsulation into endosomes. This cell compartment 
will develop into a lysosome and thereby digest its content by very low pH and pro-
teases. The escape of the entrapped drug must be guaranteed to assure its pharmaco-
logical effect [68].

The coating of DDS with hydrophilic polymers enhances their stability and cir-
culation time, but it also decreases their cell interaction and drug release. To over-
come these obstacles, different cleavable linker-based polymer coatings were devel-
oped. Specific physiological characteristics of its targeted tissue like pH or redox 
state (Table 8.1.8) shall lead to deshielding of the carriers and thereby enhance their 
release behavior. Other approaches focus on the disruption of the colloidal structure 
of the DDS application by the local appliance of external stimuli like heat or ultra-
sound (Table 8.1.8) or special physiological conditions like enhanced shear-stress in 
coronary heart diseases [69]. These methods will lead to extracellular release of their 
payloads.
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Table 8.1.8: Inducible release stimuli (adapted from [101]).

Method Stimulus Method

Local triggered

Enzymes Altered enzyme expression Peptide-substrate linker

pH-changes Shift from pH 7.4 to pH 6.5  
(tumor tissue) or  
pH 5.5 (endosome)

pH sensitive linker

Redox condition Higher glutathione or reductive 
enzymes levels in tumors

Redox sensitive linker

Shear forces Reduced blood vessel diameter  
in coronary heart diseases

Shear force sensitive membrane

Remote triggered

Heat Phase transition from solid 
(37 °C) to liquid (42 °C) 

Lipids with phase transition near 
physiological temperatures

Ultrasound Expansion of gas (Co)encapsulation of gas containing 
micro-bubbles

Light Photo-induced crosslinking of Use of photosensitive lipids

Magnetic field Magnetic force rapture Incorporation of magnet particles

For intracellular delivery, endosomal escape strategies are needed. These methods 
are mainly based on 3 mechanisms: fusion with the endosomal membrane, pore for-
mation, or proton sponge effects, but also other mechanisms like for instance the 
hijacking of native receptor transport mechanisms were investigated (Table 8.1.9).

Lipid-based DDS have several interaction possibilities with the endosomal mem-
brane like lipid-transfer or membrane fusion. Specific lipids, like for instance diole-
oyl-phosphatidyl-ethanolamin (DOPE) show enhanced membrane fusion activity and 
work thereby as endosomal escape agents [70].

Several polymers show also endosomal disruptive properties due to their buffer-
ing capacity at low pH. Their ability to absorb protons leads to swelling of the endo-
some and finally to rapture of its membrane, the so-called “proton sponge” effect [71].

The biggest group of endosomal escape agents are proteins or peptides. They are 
either derived from biological systems like viruses and bacteria or are synthetically 
engineered. Their mechanism is mostly based on (pH change-induced) pore forma-
tion or membrane fusion [72]. Other approaches try to hijack natural endosomal 
escape mechanism of membrane receptors [73].

An interesting group are the cell penetrating peptides (CPP) (Table 8.1.10). They 
offer an alternative mechanism to enter the cell compared to receptor-mediated 
approaches. This leads to direct delivery to the cytosol or enhanced release form the 
endosomes whereat the exact mechanisms are a matter of controversies [74]. Com-
pared to targeting ligands, these peptides lack of specificity to surface structures and 
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will thereby enter every cell they come in contact with. Therefor current nanocarrier 
approaches focus on combination of cleavable surface coating with specific cell tar-
geting moieties and a second surface layer with CPP (Figure 8.1.4) [75]. After reaching 
the targeted site the protection coating will be cleaved (by methods mentioned above) 
and the CCP will be exposed to the cell surface.

Tabelle 8.1.9: Examples for endosomal escape agents (adapted from [68]).

Proteins and Peptides Mechanism

Virus-derived agents

Hemagglutinin Fusion

gp41 Pore/fusion

L2 from papillomavirus Fusion

Envelope protein of West Nile virus Fusion

Bacteria derived agents

Listeriolysin O Pore

Diphtheria toxin Fusion

Pseudomonas aeraginosa exotoxin A Pore

Shiga toxin Pore

Plant derived agents

Ricin Unclear

Saporin Unclear

Gelonin Unclear

Human/animal derived agents

Human calcitonin-derived peptide (hCT) Unclear

Fibroblast growth factor receptor (FGFR3) Unclear

Melittin Pore

Synthetic peptides

KALA Fusion

GALA Fusion

Poly(L-histidine) Proton sponge

Chemicals

Polyethylene Imine (PEI) Proton sponge

Poly(amidoamine)s (PAAs) Proton sponge

Ammonium chloride Proton sponge
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Table 8.1.10: Examples of cell-penetrating peptides (adapted from [75]).

Cell-penetrating Peptide Origin Mechanism

TAT HIV-1 transciptional activator Direct penetration/pore

Penetratin (pAntp) Drosophila melanogaster Direct penetration/endocytosis

Polyarginines Synthetic Direct penetration/endocytosis

Pep-1 Synthetic Direct penetration/pore

Transportan Synthetic Direct penetration/endocytosis

MAP Synthetic Multiple mechanisms

While external release of biopharmaceuticals is interesting for receptor or surface 
targeting therapeutics, the bypassing of endocytosis or endosomal escape is an 
important aspect for many protein and peptide drugs. First small molecule DDS using 
inducible release techniques (e.g., ThermoDox, Celsion, phase III) are already in late 
clinical trials. Also, the successful use of CCP proteins for enhanced intracellular drug 
delivery in vitro (ChariotTM Delivery Reagent, active motif) and many encouraging in 
vivo studies show the high potential of these helper peptides for the future.

Protective shielding
(o.g. PEG)

Cell penetrating
peptide (CPP)

Targeting muetyDrug payload

Cell Cell

Stimulus

Figure 8.1.4: Illustration of a targeted nanocarrier-based delivery system with induced release 
mechanism. After accumulation at the targeted tissue/cells the protective coating is removed on 
command exposing uptake/release enhancing moieties (e.g., CPP) (adapted from [63]).
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8.1.2.2 Polymer-based
A wide variety of polymers are established for use in medical application like for 
instance in the development of implants, patches, and other tissue substitution 
approaches. Moreover, their use as general DDS for a wide variety of drugs, including 
proteins and peptides, is topic of many current studies. The used polymers can be 
separated in 3 major groups (Table 8.1):
1. native derived polymers, extracted or inspired from polymers common in the 

human body,
2. biodegradable polymers, which contain chemical bonds that are sensitive to hyd-

rolyzation or substrates for human enzymes, and
3. biocompatible/nonbiodegradable polymers, which lack of interaction with most 

cells and structures within the body.

Table 8.1.11: Overview of polymers used in drug delivery (adapted from [111]).

Natural Polymers

Protein-based polymers

Gelatine, collagen, albumin, fibrin

Polysaccharides

Agarose, alginate, hyaluronic acid, dextran, chitosan, cyclodextran

Synthetic Polymers

Biodegradable Polyesters

Poly(lactic acid), poly(glycolic acid), poly-D,L-lactide-co-glycolide

Polyanhydrides

Poly(sebacic acid), poly(adipic acid)

Polyamides

Poly(imino carbonates), polyamino acids

Phosphorous-based polymers

Polyphosphates, polyphosphonates

Biocompatible Cellulose-derivates

Ethyl cellulose, cellulose acetate, carboxymethyl cellulose

Silicons

Polydimethylsiloxane, colloidal silica

Acrylic polymers

Polymethacrylates and its derivates

Polyethers

Polyethylene glycol (PEG), polyglycerol derivates

Other

Polyvinyl pryrrolidone, poloxamers, poloxamines
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The polymeric nature of this heterogenic group of molecules leads to a high modular-
ity. Their biophysical characteristics do not only depend on their side chains (e.g., 
anionic, hydrophilic, hydrophobic), but also on the blending of different block poly-
mers or the fusion of single polymer blocks to copolymer (e.g., dimeric or trimeric 
polymer blocks), which allows further adjustments. Therefore, the amount of pos-
sible combinations is nearly unlimited. This is reflected by the broad variety of nano-
particulare structures formed by these polymers, including nanoparticles, -spheres, 
dendrimers or hydrogels (Figure 8.1.5).

Most of the delivering, targeting, and release strategies mentioned above are also 
applicable for these polymeric nanoparticles, as long as it is possible to modify their 
surface. Therefore, this part will focus on the special field of drug conjugates, the 
interaction of the polymers systems with their surrounding tissue and strategies to 
further control their spatiotemporal release kinetics.

Drug conjugates
Besides polymeric nanocarriers, especially drug-conjugates play an important role in 
the delivery of proteins and peptides and are already present on the market (Table 
8.1.12). Fusion approaches mainly focuses on the low half-life time of biologics, but 
also show positive effects on storage stability, solubility, and in vivo immunogenicity 
[76, 77].

The fate of many small proteins and peptides within the human blood stream is 
the clearing by renal filtration caused by their small size. The average kidney pore size 
of 6 nm correlates with an 40 to 50 kDa cut-off (for globular molecules) and is addi-
tional influenced by surface charge induced repulsive effects (negative proteoglycans 
at kidney pores) [78]. Given that most peptides and many proteins have a smaller size, 
the enhancement of their hydrodynamic volume by fusion will lead to higher half-life 

100 nm – �5 mm

Hydrogel

1 – 20 nm

Dendrimer

5 – 15 nm

Polymer-drug conjugate

50 nm – 1 µm

Micro-sphere/particle

Figure 8.1.5: Examples of polymer-based 
drug delivery formulations.
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times. Additionally, the conjugation of polymers leads to a reduced interaction with 
proteins or cells. While this is generally a benefit due to reduced protease degradation 
or recognition by the immune system, enzymes or signaling molecules can be affected 
in their activity. To avoid strong reduction of activity and to fit the enhanced regula-
tory requirements that arose the last years, high specific and reproducible conjuga-
tion methods are needed.

Table 8.1.12: Fusion-based products in clinical practice (adapted from [77, 80]).

Name Drug Approval

PEGylated Adagen® Adenosine deaminase 1990

Oncaspar® Asparaginase 1994

Neulasta® Granulocyte-colony stimulating factor (G-CSF) 2002

PegIntron® Interferon α2b 2000

PEGASYS® Interferon α2b 2002

Somavert® Human growth hormone mutein (antagonist) 2002

Mircera® Erythropoietin (EPO) 2007

Cimiza® Anti-TNF Fab’ 2008

Krystexxa® Uricase 2010

Fc-fusion Enbrel® Tumor necrosis factor receptor domain (TNFR2) 1998

Amevive® Anti-CD2 2003

Orencia® Cytotoxic T lymphocyte antigen 4 (CTLA4) domain 2005

NPlate® Thrombopoietin peptide analog 2008

Arcalyst® Interleukin-1 receptor domain 2008

Eylea® Vascular endothelia growth factor receptor  
(VEGFR) 1 and 2 derived domain

2011

Nulojixy® Cytotoxic T lymphocyte antigen 4 (CTLA4) domain 2011

Polymer-conjugates/PEGylation
The conjugation of many natural or synthetic polymers has been investigated, includ-
ing hydroxypropyl-methacrylamide (HPMA), hydroxyl-ethyl-starch (HESylation), pol-
yoxazoline (POZylation) and polysialic acid (PolyXen). Most of them show promising 
results [79], however only conjugation with polyethylenglycol (PEGylation) lead to the 
approval of marketed products jet (Table 8.1.12). The high flexibility, rate of hydration, 
low immunogenicity, and biocompatibility make this polymer an optimal candidate 
for drug conjugation.
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Early coupling strategies were based on random coupling PEG (linear or 
branched) to ε-amino groups of lysine residues (by carboxylates or carbonates). The 
resulting products had a high disparity in number and location of the PEGylated 
sides. As a consequence, these proteins exhibit indeed prolonged circulation times 
in the patients but also reduction in bioactivity [20]. Since then, many new strategies 
were developed for side-specific PEGylation (Table 8.1.13). Together with optimized 
reaction conditions and purification processes, conjugates with high homogeneity, 
reproducibility, and exact pharmacological characteristics can be produced which 
fit the increased requirements for drug approval [80]. Besides the covalent coupling 
approaches, also releasable or noncovalent PEGylation strategies are investigated 
to overcome the drawbacks of reduced activity. The addition of hydrolysable linkers 
(e.g., bicine linker) or unstable PEGylation sites (e.g.. histidine PEGylation, PegIn-
tron®) are common approaches. Moreover, PEGylation by hydrophobic interaction or 
by complex formation was shown to be functional but still need to be further investi-
gated for its in vivo behavior [76].

Table 8.1.13: Site-specific PEGylation techniques [76]

Name Method Status

ε-amino PEGylation Relative unspecific coupling to primary amino 
groups (lysine and N-terminus) by carboxylates  
or carbonates under physiological conditions

Clinical research

N-terminal PEGylation Different pKs values of ε-amino groups and the 
N-terminus allow specific N-term PEGylation  
under weak acidic conditions

Clinical research

Thiole PEGylation Genetically engineered or naturally unpaired 
cysteins can be specificity PEGylated by tho-
roughly buffered alkaline pH (no amino cross-
reaction)

Clinical research

Disulfide bridging 
PEGylation

Agents with 2 thiol-reactive moieties allows 
specific PEGylation of disulfide bridges due to 
substitution by a PEGylated linker

Lead identification phase

Unnatural amino acid 
PEGylation

Substitution of single amino acids by synthetic 
analogs allows the addition of chemical unique 
residues, which allows high specific PEGylation

Phase I-II (PEG-hGH)

Glyco-PEGylation By partial digestion of the glycosylation or the  
use of substrate unspecific enzymes N- or  
O-glycosylation sites can be PEGylated 

Phase I (PEG-factor IX)

C-terminal PEGylation Generation of a C-terminal chemical reactive  
side by internal fusion and following  
spontaneous splicing

In research
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Fusion Proteins
Besides the chemical addition of polymeric structures, the genetically engineering of 
fusion proteins has shown to be a good strategy to increase plasma half-life of peptide 
and protein drugs. Different strategies were developed and resulting products can be 
found on the market. The fusion of therapeutics to long circulating serum proteins, 
like the Fc domain of immunoglobulin or serum albumin, is one prominent approach. 
The prolonged plasma half-life is for these fusion constructs is not only based on their 
slower renal clearance, also salvage processes further enhance the presents in the 
serum [77]. While albumin fusion products just enters the market (e.g., Albufuse® 
technology, Novozymes Biopharma) [81], Fc fusion constructs have already shown 
their potential with several products on the market (Table 8.1.12), including one of the 
most sold biologics, Enbrel® (Pfizer, sales 2012: 8.4 billion U. S. dollars), and several 
in late clinical trials [77].

Further approaches are inspired by natural pathogen strategies. Several virulence 
factors of protozoa and bacteria have highly repetitive and random coiled sequences. 
It was shown that by manipulating these sequences, the circulation time of the pro-
teins can be altered [82]. Inspired by these native occurring sequences, new syn-
thetic amino acid sequences where developed, either based on highly repetitive (e.g., 
PASylation [83]) or systematically screened nonrepetitive (e.g., XTEN [84]) sequences.

Glycoengineering/Hyperglycosylation
Posttranslational glycosylation is an essential step in the production of many biolog-
ics and one major benefit of mammalian expression systems. The (partial) absence 
of these complex polysaccharide structures leads to lower stability (in vitro and in 
vivo), loss of functionality, and/or immunogenic reactions [85]. Glycoengineering 
approaches try to control the effect of glycosylation by changing the glycan compo-
sition or by adding new glycosylation sites (hyperglycosylation) to enhance thereby 
their half-life time and bioactivity[86].

The terminal glycans of the N-linked carbohydrate seems the most important 
factor leading to physiological effects like reduced proteolytic degradation, renal or 
hepatic clearance. The presence of charged glycans at this position (e.g., sialic acid) 
shows thereby the best results [86]. By engineering additional N-glycosylation con-
sensus sequences (Asn-X-Ser/Thr) into therapeutic proteins, higher in vivo activi-
ties could be reached for several proteins, including very successful products like 
AraNESP® (Amgen) [87].

Other glycoengineering approaches focus on lysosome targeting by receptor-
mediated endocytosis. Through exposure of terminal mannose or mannose-6-phos-
phate domains the proteins will be directed into the lysosome. Products for treatment 
of lysosomal storage diseases can therefor easily directed to their target location (e.g. 
Cerezyme®, Genzyme; Naglazyme®, Biomarin Pharmaceuticals) [86].
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The conjugation or modification of peptides and proteins is a well-established 
method for the prolongation of plasma half-life, but has to be included in an early 
phase of the development of new therapeutics. Modification of the primary structure 
or posttranslational modifications can have a huge impact on expression levels, sta-
bility, and/or activity. Furthermore, “fast forward” approaches of chemical conjuga-
tion by unspecific PEGylation are not suitable anymore for drug approval. More spe-
cific strategies were developed the last years and have now to be integrated in the 
development of new biologics.

Passive Polymer Systems
For many therapeutic applications, constant release kinetics are needed to maintain 
certain drug levels in the patient. Passive polymer systems can offer this behavior 
by passive release, either based on diffusion out of a depot or biodegradation of the 
carrier system. Common used materials are biodegradable and/or native-derived pol-
ymers (Table 8.1.11) in the form of micro particles or hydrogels.

Micro-particle Systems
The synthetic polymer poly(lactic-Co-glycolic acid)(PLGA) is a FDA- and EMA-
approved biodegradable material for parenteral administration and the only mar-
keted micro particle system for delivery of proteins and peptides (Table 8.1.14). After 
administration, intramuscularly or subcutaneously as immobile depot, the polymer 
particles will slowly start to hydrolyze into smaller fragments until just lactic and 
glycolic acid monomers remain. This process takes from several weeks up to years 
depending on the particle size, polymer length, and ratios of the 2 monomers [88]. 
Moreover, the use of pure polylactic acid (PLA) particles was also shown to work as 
constant release depot for peptides (Table 8.1.14). These particles show much slower 
degradation rates than PLGA (50:50 blends) and can, by mixing them with PLGA, 
modify the release kinetics. Further surface modification (e.g., with mucoadhesive 
polymers, PEGylation) can adapt their characteristics, resulting in a manifold plat-
form, also in the field of targeted delivery or noninvasive drug delivery [89].

The use of double or triple block copolymers based on PLA/PLGA and other syn-
thetic or natural polymers (e.g., PEG, poly-ε-caprolactone, chitosan) expand the plat-
form for sustained releasing particles [88-90].

Main drawbacks of these systems are still low drug-polymer ratios (1 %), poten-
tial drug degradation while particle formation and high acidity while digestion (acid 
monomers of PLA and PLGA). In addition, the release kinetics are at least in the early 
stage not a “zero order” function, burst release with a following lag phase can be 
observed in many formulations, probably based on desorption and erosion effects on 
surface bound drugs [89]. While optimized preparation processes like double emul-
sion solvent evaporation (PLGA) [88] or salting-out techniques (PLA) [90] are suitable 
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for many proteins and peptides, still cheap and more effective methods are needed to 
establish these systems as popular delivery platforms. Moreover, the fine-tuning by 
blending or the use of copolymer blocks can help to overcome the remaining obsta-
cles (burst release, acidity) [88].

Table 8.1.14: Examples for peptide and protein containing PLA/PLGA-particle products  
on the market.

Name Carrier Drug Approval

Sandostatin LAR depot PLGA-glucose Octreotide acetate 1988

Lupron depot PLA/PLGA Leuprolide acetate 1993

Nutropin depot PLGA Recombinant hGH 1999

Decapeptyl PLA/PLGA Triptorelin 2000

Somatuline LA PLGA Lanreotide 2007

Trelstar depot PLGA Triptorelin pamoate 2008

Hydrogel Systems
Hydrogels are attractive systems for the establishment of local drug depots. This water 
swollen, cross-linked polymer networks offer a good platform for transient, local, and 
controlled release. Implanted or injected, they release of their payload by diffusion, 
swelling, or erosion/degradation (Table 8.1.15) to its surrounding tissue. Moreover, 
their use in topical applications (e.g., patches or contact lenses) shows potential in 
regenerative medicine [91].

Table 8.1.15: Passive release mechanism (adapted from [93]).

Name Mechanism

Fickian diffusion Mesh-size bigger than cargo, concentration gradient leads to burst released 
followed by a short timespan with lower release 

Swelling Mesh-size smaller than cargo, swelling leads to enhanced pore size which 
allows than Fickian diffusion of the cargo

Erosion/degradation Mesh-size smaller than cargo, release due to degradation beginning from 
the surface, burst effect due to absorption effects followed by „zero order“ 
release

Absorption Weak interaction (electrostatic, hydrophobic, hydrogen bonding) leads to 
retention of the cargo and thereby to slow release

Covalent coupling Covalent coupling of the cargo due to a biodegradable linker or polymer-
backbone leads to slow release dependent on the stability of the crosslin-
king structures
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While most hydrogels are based on in vitro preformation, many in situ gelling systems 
were developed. These formulations are easy to inject and form spontaneously hydro-
gels after administration at the targeted site [92]. The incorporation of therapeutic 
molecules is thereby either based on physical encapsulation by coincubation while 
hydrogel formation or on interaction of the payload with the polymers (specific or 
unspecific). 

Diffusion-based hydrogel approaches often use synthetic polymers (e.g., PEG and 
its copolymer blocks) due to their high biocompatibility and modification possibili-
ties. The duration of the controlled release is thereby limited to several days and can 
be adjusted by modification of cross-linking density and addition of excipients [93].

The use of natural polymers, polysaccharides, and proteins, is more focused on 
degradation-based release. They profit from their high biocompatibility, cell adhe-
sion properties, and slow degradation rates within the body (enzymatic or hydrolytic) 
but suffer from poor mechanical properties and difficult tailoring [93]. While most 
natural polymers show due to their low cross-linking rates bigger mesh sizes, they 
often have weak interaction with their protein or peptide payload. Polysaccharides 
like hyaluronan or chitosan for example show high surface charges (negative or posi-
tive) and thereby interact with the charge of their payloads [94] or exhibit additional 
mucoadhesive behavior [91]. Heparin, a negative charged sulfated polysaccharide, 
has additional specific interaction with many growth factors. “Heparinization” of 
natural polymers constitutes therefore a good method for noncovalent immobiliza-
tion [95]. Further natural occurring interactions of growth factors with ECM binding 
partners like fibrin or chondroitin sulfate can be used to functionalize these polymer 
backbones [96]. Besides these natural-based interactions, other approaches like the 
use of chelating ions, specific peptides interaction, or covalent linkage to the polymer 
backbone were also shown to be efficient methods for payload immobilization [93].

The variety of passive polymer systems with different release kinetics gives also 
interesting opportunities in regenerative medicine. Complex healing processes need 
different growth factors regulated independently in localization, stability, and avail-
ability. For example, the recovery of bone fractures requires first immigration of cells, 
then angiogenesis events, and finally mineralization of osteoblast for solid bone for-
mation [97].

The combination of different passive polymer systems allows separate represen-
tation of two or more growth factors, based on distinct diffusion or degradation rates 
(Figure 8.1.6) [97, 98]. By tailoring mesh-size, accessibility or polymer composition the 
different release kinetics can be further fine-tuned to reach the desired characteristics 
[99].

Passive polymer systems already entered the market for spatiotemporal controlled 
biopharmaceutical delivery. While most systems are based on degradable synthetic 
polymer particles, also hydrogel approaches either for topical use (Regranex®Gel, 
Healthpoint Biotherapeutics) or as implants (OP-1® PUTTY, Olympus Biotech) are 
commercialized. These systems allow sustained, local release and lower thereby 
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the need of high doses and/or repeated injection. In addition, more complex deliv-
ery systems for tissue regeneration with several payload proteins entered the market 
(e.g., Emdogain®, Straumann) depicting the high potential of these systems as tool for 
new therapeutic approaches.

Stimuli-responsive Polymer Systems
The ability to further tune the release behavior of the incorporated cargos by exter-
nal or physiological triggers gives a dynamic adjustable control for the therapeutic 
application. While passive systems have predefined release kinetics with sustained 
release, stimulus sensitive systems work more like biological on/off switches. This 
may be suitable for therapies that need adjustable and/or pulsative dosing, like for 
instance in cancer therapy or vaccination schemes [100]. Additional external stimuli 
like light, hypothermia, or ultrasound (Table 8.1.8) have a good local resolution and 
allow thereby further targeting in the case of free circulating microspheres or -parti-
cles.

Moreover, smart biomaterials that are sensitive to physiological conditions, like 
for instance pH changes, redox potential, or overexpression of specific proteases 
(Table 8.1.8), can react directly to changes in condition thereby increasing or reducing 
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Figure 8.1.6: Schematic multifactor release 
system for regenerative medicine. a) Example of 
distinct release kinetics for different stimulating 
factors (e.g., growth factors). b) Hydrogel-depot 
for the release of independent factors. In this 
hypothetical approach, factor 1 (square) is 
released by diffusion based on the mesh size, 
release of factor 2 is also based on diffusion 
but retained by noncovalent interaction (e.g., 
heparin), and factor 3 is incorporated into a 
microparticle (e.g., PLGA-microsphere) and is 
released by slow degradation of the polymeric 
particle.
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the release of its payload [101]. This crosstalk between the drug depot and its target 
allow very fast and exact adaptation of the drug dose to it needs.

Two major strategies were developed to make polymers reactive to physical 
stimuli: the use of stimulus sensitive linkers and the ability to switch between hydro-
phobic and hydrophilic properties [101]. Linker-based methods are well suited for 
deshielding approaches (see also “inducible release”) or dendrimers. In the case of 
dendrimers the use of sensitive linkers near the core region results in dissolution of 
many surface structures. This amplification allows a higher sensitivity to the used 
stimulus. Switching-based systems mainly focus on amphiphilic polymers that form 
micelles or hydrogels (Figure 8.1.6). By changing the amphiphilic properties of the 
polymers these nanostructures will collapse (micelles) or shrink/swell (hydrogels) 
and thereby release their cargo [101].

Furthermore the use of nanoferro particles that are sensitive to magnetic fields 
show interesting properties as trigger in DDS. These particles with diameters in the 
range of 50 to 200 nm consist mostly of iron oxide and can be incorporated into col-
loidal nanostructures or hydrogels. By applying oscillating magnetic fields these par-
ticles will generate local hypothermia due to the Néel relaxation mechanisms [102]. In 
combination with a thermo sensitive polymer that contains biopharmaceuticals these 
devices can release the cargo in a controlled manner [103].

An alternative strategy is the functionalization of polymers with biomolecules. 
The ability of these molecules to sense small molecules like drugs [100, 104] or metab-
olites [105, 106] in physiological relevant concentrations make them an interesting 
tool for stimulus sensitive DDSs. Moreover the origin of these switches (Table 8.1.16) 
ensures optimally functionality under physiological conditions, which is a draw-
back for many polymer-based switches [101]. Developments in biomolecule coupling 
chemistry lead to the investigation of efficient and specific coupling methods (see 
also [107]) thus ensure a predictable and reproducible behavior of these systems.

Table 8.1.16: Biological switches used to control polymer-systems.

Type Example Reference

Anti-body <> antigen scFv <>FITC [100]

Ligand <> receptor VEGF <> receptor domain [112]

Drug <> target GyrB <> Coumermycin [104]

DNA <> binding domain Operator <> Repressor [106]

A good example for such a stimulus responsive polymer system is the vaccination 
approach developed by Gübeli et al. [100]. By using a human single chain vari-
able fragment (scFv) against a diagnostic agent (fluorescein) physical coupled to a 
branched eight-arm PEG as polymer backbone, an in vivo functional and biocompat-
ible DDS was constructed. In this system, the payload is physical entrapped within 
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the hydrogel, retained by the small mash size. Upon addition of the diagnostic agent 
fluorescein, which competitively inhibits the polymer interactions, the hydrogel dis-
solve, and thereby releasing its cargo (Figure 8.1.7a).

Prime vaccine + + + +
Hydrogel + + – –

Boost vaccine – – + –
Fluorescein + – – –

Group 1 2 3 4

+ Hydrogel

Prime Boost

Time

Immune
protection Protective

limit

PEG Fluorescein scFv Cargo

(a)

(b)

Ig
G

 t
it
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106
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103

102

(c)

Figure 8.1.7: Stimulus sensitive hydrogel-mediated vaccination approach against HPV16. a) Hydrogel 
design. The hydrogel is based on the interaction of fluorescein and a single chain variable fragment 
(scFv) against it. To form a hydrogel these components are physically coupled to a star-shaped 
eight-arm PEG-backbone. The payload is physically caged due to the polymer mesh size and is 
released by induced dissolution of the hydrogel upon addition of unbound fluorescein. b) Vaccina-
tion scheme. The hydrogel depot is applied together with the prime vaccination. Instead of a second, 
boost-injection of the vaccine, fluorescein is orally administered. This leads to dissolution of the 
hydrogel depot, with a subsequent release of the entrapped vaccine is released. c) HPV16-specific 
IgG titers of different prime-boost vaccinations in mice. All mice received a prime vaccine injection of 
alum-adsorbed HPV16-capsomeres. Groups 1 and 2 additionally received a hydrogel depot harboring 
alum-adsorbed HPV16-capsomeres, but group 1 only received an additional oral dose of fluorescein. 
Group 3 received a classic boost injection of the vaccine. HPV16 specific IgG titers in the serum were 
measured by ELISA (for details also see [100]).
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This approach was used for the development of a single injection vaccination 
against human papillomavirus type 16. While the first vaccine dose is applied in com-
bination with the hydrogel at day 1, an oral dose of fluorescein at day 7 is sufficient 
to reach an immunization comparable to classic vaccination with a second “boost” 
injection at the same time point (Figure 8.1.7b/c). These results show the high poten-
tial of biomolecule-polymer copolymers in the field of stimulus responsive DDS.

The ability to gain additional control over the release of DDS can give a huge 
advantage in therapy. Many promising physical- or small molecule-based systems 
where developed. While physical inducers seem due to their additional targeting 
effect very interesting, most of the used polymers show low biocompatibility or lack of 
in vivo studies. Copolymerization with other, biocompatible, polymer blocks can help 
to overcome these obstacles, but further research is still needed. Systems adapted 
from biological switches are more complex to develop but already showed their suit-
ability for tissue engineering or medical applications.

8.1.3 Conclusion
The emerging field of biopharmaceuticals presents current drug delivery approaches 
with a challenge. The low stability and big molecular size, especially for complex 
peptides or proteins, prevent the use of most established noninvasive strategies such 
as oral, pulmonary, or transdermal delivery. Therefore, the majority of marketed for-
mulation is administered by injection. By prolonging serum half-life times by simple 
and effective strategies like drug conjugations or constant release systems, patient 
discomfort and cost of the therapies can be reduced. Several products based on these 
approaches are successful in the market.

Further, the constantly growing market of regenerative medicine is desperately 
looking for reliable peptide and protein delivery systems with high spatiotemporal 
resolutions and cell-interacting properties. In this field, more complex, multistage 
delivery system can have a big impact in the near future developments.

Another obstacle for many promising peptide and protein drugs is their need for 
intracellular delivery. To overcome the barrier of the membrane and the downstream 
degradation mechanism of the cell the incorporation of the drugs into nanoscaled 
drug delivery devices is a promising approach. Many strategies were developed the 
last decade that not only include solid release mechanism but also allow specific tar-
geting of tissues or cell types. While these multifunctional nanocarrier systems show 
very promising results in preclinical experiments and bring the goal of the “magic 
bullet” closer.

Beside this optimization of parenteral application, the development of nonin-
vasive strategies in the delivery or peptides and proteins take an important role in 
current research. Benefits like local targeting (lung, skin, eyes, or gut) and much 
higher patient compliance can not only reduce the cost and increase the effect of many 
therapies, but also allow the development of new pharmaceuticals. While current 
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delivery methods can be adapted to small and robust peptides, also approaches for 
big and sensitive proteins show auspicious results.

Lipids, with their high biocompatibility and good in vivo characteristics, as well 
as polymers, with their high specific properties, showed their possible use in the 
delivery of proteins and peptides.

Further advances in analytical methods and therapy monitoring combined with 
more reliable in vitro and in preclinical models simplify the future developments for the 
delivery of biopharmaceutical. Encouraged by the success of small molecule loaded 
drug delivery systems and the high number of possible benefits due to enhanced reso-
lution in time and space, additional and more complex biopharmaceutical delivery 
systems can be expected in the near future on the market.
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